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以规模铸就优势——⼤模型的兴起与演进



大模型的前世今生



大模型的前世今生



大模型的前世今生

n 谷歌提出了Transformer架构，利用自注意力机制构建长程序列关系的同时，实现
了对模型的并行化训练，这为研发大模型提供了可以并行优化的基础模型结构。 
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实现全连接网
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端训练，成为
深度学习的基
础架构
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忆与传递，为
自然语言处理
等序列任务奠
定了基础

完全基于自注意力机制
和并行化架构，彻底解
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今NLP（如GPT）和跨
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大模型的前世今生

n 谷歌提出了Transformer架构，利用自注意力机制构建长程序列关系的同时，实
现了对模型的并行化训练，这为研发大模型提供了可以并行优化的基础模型结构。 

ChatGPT使用Transformer为核心组件
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大模型的前世今生
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大模型的前世今生

n 大模型，顾名思义，是指那些参数规模巨大、计算量复杂的深度学习模型。
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大模型的前世今生

n 大模型的优势与挑战皆根植于其“大”这一本质特征之中。 

Ø 零样本迁移能力：模型在没有见过特定任务的训练数据的
情况下，仅根据已有的知识和对其他相关任务的学习经验，
就能对该新任务进行处理和做出合理预测的能力。而且大
模型通常可以在多个任务之间迁移和共享知识，这意味着
在特定任务上训练的大模型可以迅速适应其他相关任务。

Ø 涌现能力：随着模型规模的增大，模型表现出一些原本在
较小规模时没有明显出现的新功能或特性。这些能力往往
不是通过明确的编程或者训练目标获得的，而是在模型的
规模达到一定程度后自发涌现的，称为“涌现能力”。



大模型的训练与优化 

n 大模型的研发主要分为两个阶段，即预训练阶段和微调与对齐阶段。

Ø 预训练是大模型研发的关键阶段，其成效直接关乎模型后续能力的广度与深度。预训练
阶段首先要准备的便是大规模、高质量的训练数据。

互联网文本

书籍与论文

社交媒体

代码语句

获取原始语料库

过滤敏感信息

保护隐私内容

检测攻击性语言

敏感内容过滤

分词

生成索引序列

构建词汇表

词元化

替换(张明)正在学习
大模型的相关容。
(张明)正在学习大模
型的相关内容。

逐行去重

数据集去重

部分相似度去重

数据去重

[某人]正在学习大模
型的相关内容。
[某人]正在学习大模
型的相关内容。

编码([某人]正在学
习大模型的相关内
容。)

去除空白

删除非自然语言

过滤无意义句子

质量过滤

例句：张明正在$#&学习大模型的相关内容。张明正在学习大模型的相###关内容。

张明正在$#&学习大
模型的相关内容。
张明正在学习大模型
的相###关内容。



大模型的训练与优化 

n 大模型的研发主要分为两个阶段，即预训练阶段和微调与对齐阶段。
Ø 在模型架构方面，目前国内外主流的大模型主要基于Transformer框架包括以下3种：

输入句子: [天气][真][好] 
          ↓  ↓   ↓ (编码器全部可见，蓝色)
编码记忆: ███████
          ↑  ↑   ↑ (解码器可随时查看，红色)
输出生成: [The][weather][is][nice]
        → 生成时能参考完整输入

生成顺序: [今天][天气][真][好] 
         │    │   │  │ 
         ▼    ▼   ▼  ▼ 
可见范围: [今]─[今天]─[今天天气]─[今天天气真] 
          (绿色可见，灰色被遮挡)

l 编码器-解码器（Encoder-Decoder）—— "翻译官模式"

l 因果解码器（Causal Decoder）—— "写日记模式"



大模型的训练与优化 

n 大模型的研发主要分为两个阶段，即预训练阶段和微调与对齐阶段。
Ø 在模型架构方面，目前国内外主流的大模型主要基于Transformer框架包括以下3种：

前缀提示: [写科幻故事：] [火星上...] 
        ███████ (蓝色，始终可见) 
生成内容: [人类][发现了][金字塔] 
         │     │      │ 
         ▼     ▼      ▼ 
可见范围: [火]─[火星上]─[火星上人类]─[火星上人类发现了]
          (绿色部分仍受因果限制)

l 编码器-解码器（Encoder-Decoder）—— "翻译官模式"

l 因果解码器（Causal Decoder）—— "写日记模式"

l 前缀解码器（Prefix Decoder）—— "命题作文模式"



大模型的训练与优化 

语言建模 去噪自编码器 混合去噪器
目标 学习词元序列的概率分布 学习从破坏的文本中恢复原始文本 学习从多种破坏模式中恢复原始文本

输入 完整的文本序列 被破坏的文本 被多种方式破坏的文本

输出 无 删除、替换、重排词元等 多种噪声类型（如删除、替换、重排等）

噪声强度 无 固定或可调 可调

模型结构 编码器 编码器+解码器 编码器+解码器

训练目标 最大化下一个词元的预测概率 最小化重构文本与原始文本的差异 最小化重构文本与原始文本的差异

损失函数 负对数似然 均方误差或交叉熵损失 均方误差或交叉熵损失

应用场景 序列生成、翻译、问答等 文本补全、错误纠正、文本恢复等 多种文本处理任务，增强鲁棒性和泛化能力

鲁棒性 较低 较高 更高

泛化性 中等 较强 更强

优点 学习词元间依赖关系 提高模型对抗噪声的能力 提高模型对抗多种噪声的能力

缺点 可能忽视上下文信息 只能处理特定类型的噪声 训练过程可能很复杂

n 在进行大规模预训练时，往往需要设计合适的自监督预训练任务，使得模型能够
从海量无标注数据中学习到广泛的语义知识与世界知识。



大模型的训练与优化 

指令微调指令微调：收集或构建指令化的实例，然后通过

有监督的方式对大语言模型的参数进行微调。 

n 在特定的应用场景下，需要对大模型进一步优化，使其能够有效地应用预训练阶
段获取的知识，并理解、适应人类意愿，在不同任务下表现出优秀的准确性和适
用性，从而更好地服务于实际应用需求。

LoRA微调技术

LoRA微调技术：在不修改原有模型权重的情况下，

通过引入低秩矩阵来调整模型的某些层，从而实

现快速适应新任务的目的。



大模型的训练与优化 

基 于 人 类 反 馈 的 强 化 学 习 
(Reinforcement Learning from
Human Feedback， RLHF)。 

指令微调：让预训练模型具
有较好的指令遵循能力。 

奖励模型训练：建模人类偏好。

强化学习微调：在学习新任务
的同时，保持其原有的能力和
风格。

n 在特定的应用场景下，需要对大模型进一步优化，使其能够有效地应用预训练阶
段获取的知识，并理解、适应人类意愿，在不同任务下表现出优秀的准确性和适
用性，从而更好地服务于实际应用需求。



大模型的训练与优化 

n 目前大模型的性能依然在持续不断地刷新，并不断有新的大模型推出，如火爆出
圈的“国货之光”Deepseek大模型，堪称大模型的性价比典范。



01 多模态大模型的概念与演进

02 CLIP——多模态大模型的先驱

知识点2：
AI新纪元的全能王者——多模态⼤模型







多模态大模型的概念与演进

n 大语言模型，与其他模态的模型连接起来，实现协同对推理，催生了一个新的研究
领域——多模态大语言模型（Multi-Modal Large Language Model, MLLM）

多模态大语言模型通过对多种模态数据的联合学习和推理，模型能够捕捉到不同模态之间
的内在关联和互补信息，从而更全面地理解和描述现实世界中的事物和现象。

图像、视频、音频等多个
模态信息之间的相互作用

❎

跨模态理解的任务表现❎

视觉或听觉信息理解❎



多模态大模型的概念与演进

多模态编码器：负责将不同模态的
输入数据编码为模型可理解的表示。

输入映射：将不同模态的输入数据
映射到共享的语义空间。

LLMs：大型语言模型，用于处理文
本数据。

输出映射：将模型生成的输出映射
回原始模态的空间。

多模态生成器：根据输入数据生成
对应的输出数据。

n 多模态大模型的关键能力在于整合并理解不同的数据格式，应用于需要理解和整合
不同类型数据信息的任务。LLMs处于核心位置，多模态在LLMs基础上进行扩展，
即找到一个方法将不同模态的数据映射到LLMs可以接收的语义空间。



多模态大模型的概念与演进

GPT-4理解图片信息充当宠物助手

Gemini进行3D场景重建

多模态内容理解和文本生成 

Flaminigo BLIP-2 MiniGPT-4

特定模态内容生成

Kosmos-2 MiniGPT-5 SpeechGPT

特定模态内容生成

ViperGPT AudioGPT NExTGPT



多模态大模型的概念与演进

n 多模态大模型历经融合发展，如今其综合处理能力不断提升，在各行业广泛应用。



CLIP——多模态大模型的先驱

单一模态上训练模型

❓

Dog ✅

彩色图像上训练模型

❓

Dog ✅

n CLIP（Contrastive Language-Image Pre-training）探索了如何利用大规模未标
注数据进行有效的多模态学习，在图像分类、检索和生成等任务上表现出了强大的
迁移能力，为多模态大模型的发展提供了重要的技术借鉴和思路启发。
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CLIP——多模态大模型的先驱

Ø CLIP模型采用了一种双塔架构，分别是
图像编码器和文本编码器，用于处理图
像和文本数据。
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多层感
知机头

Transformer 编码器

0 *

对展平的图像块进行线性投影

1 2 3 4 5 6 7 8 9图像块 + 位置编码
* 额外可学习
的[类别]嵌入

视觉 Transformer (ViT)

多层感知机

多头注意力

嵌入后的
图像块

归一化

归一化

＋

＋

!×
Transformer 编码器

在文本编码器方面，CLIP沿用了GPT-2的架构；而在图像编码器的设计上，CLIP经过多次
尝试，比较了不同的ResNet和Transformer架构，最终选择了ViT模型作为其图像编码器。 



CLIP——多模态大模型的先驱

Ø CLIP模型采用了一种双塔架构，分别是
图像编码器和文本编码器，用于处理图
像和文本数据。 

Ø 采用了自监督学习的方法，通过对大量
无标签的图像-文本对进行训练来学习
图像和文本之间的对齐关系。 

𝑆 = 𝐼! ⋅ 𝑇!" ×𝑒# 	 ∈ ℝ$×$

最大化对角线上的相似度值（正确匹配）
尽可能减小非对角线上的值（错误匹配） 

对 比
学习
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对比学习是一种自监督学习方法，通过将相
似样本的特征拉近、不相似样本的特征推远，
来学习数据的有效表示。具体来说，模型会
构建正样本对（相似样本）和负样本对（不
相似样本），通过优化损失函数，使正样本
对在特征空间中更接近，负样本对更远离。

对
比
学
习

Ø 通过对比学习的方法，将图像和文本映
射到同一个高维语义空间中，使得它们
能够在这个空间中相互理解和交互。



CLIP——多模态大模型的先驱

DALL·E2

Stable Diffusion

BLIP2

PMC-CLIP

n CLIP通过对比学习的方式学习到了图像与文本之间的潜在关联，实现了扩模态数据
的有效融合，并开创自监督预训练典范，提升迁移学习能力。



01 基础大模型核心要点

02 垂域大模型的构建与应用

知识点3：从基础大模型到垂域大模型



从基础走向垂域/行业/场景

n 基础大模型是基石，是底座，是基座。

n 垂域大模型是在特定领域精耕细作的“尖兵”。





基础大模型核心要点

n 基础大模型是基于大规模通用数据预训练的模型，具备通用语言理解与生成能力。

Ø 从规模上看，它拥有海量参数，常达数十
亿甚至数万亿，像 GPT-3 就有 1750 亿参
数，如此规模能捕捉数据中复杂模式。

Ø 在通用性上，它不是针对特定任务，而是
可处理多种类型任务和数据，比如文本、
图像、语音等，像 BERT 模型能用于文本
分类、问答等多种自然语言处理任务。

Ø 从功能上，它为下游任务和领域模型提供
基础，通过微调适配具体应用场景，减少
重新训练成本。



基础大模型核心要点

01

模型架构

02

数据处理与预训练

03

模型训练与优化

基础大模型采用
Transformer架构，
基于注意力机制，
适合并行化训练，
提升训练效率。

基础大模型对海
量数据进行清洗
与去噪，去除无
用或错误信息。

基础大模型采用
数据并行和模型
并行，加速模型
训练过程。

n 基础大模型采用Transformer架构，依赖海量数据处理与预训练技术，利用分布式
训练策略在大规模集群上进行训练。



基础大模型核心要点

基础大模型通用性强，但在专

业领域表现不够精准，难以满

足精细化需求。在处理专业术

语和复杂任务时存在局限，难

以满足特定领域的专业需求。

基础大模型使用大量通用数据，

涉及数据安全和隐私问题。需

加强数据加密和隐私保护，确

保数据安全，数据安全是基础

大模型的重要问题。

基础大模型训练和推理需要

大量计算资源，计算成本较

高。计算资源是基础大模型

的瓶颈，优化资源使用可以

提升模型训练和推理效率。

通用性与专业性 数据安全与隐私 计算资源与效率

n 基础大模型虽然通用性强，但是专业性不足，并且存在数据安全与隐私问题，以及
脏/假数据对于模型的损害风险，同时面临计算资源与推理效率挑战。



基础大模型核心要点

高性能✅ 低成本✅ 开源✅高训练效率✅

n 2025年DeepSeek-V3以低成本、高性能登顶基础大模型排行榜，其在多个领域的
基准测试中表现出色，为开源模型的发展提供了新的强大示例，推动了整个基础大
模型应用的技术进步和爆发。



垂域大模型——你想要的专才！

n 垂域大模型，也被称为领域大模型或行业大模型，是相对于通用基础大模型而言，
针对特定垂直领域或行业进行专门设计、训练和优化的大型人工智能模型。

n 设计原则可遵循三阶段优化路径：领域数据收集与标注、知识融合以及模型优化。

01
领域数据收集与标注：从专
业数据库、行业报告、企业
内部数据等多渠道收集数据，
制定严格的标注规范，确保
数据标注准确性和一致性。

02
知识融合：构建领域知识图
谱，将领域知识融入模型训
练中，通过知识蒸馏、多模
态融合等技术，提升模型对
领域知识的理解和应用能力。

03
模型优化：根据领域数据特
点和任务需求，对模型架构
进行调整和优化，如增加特
定领域的模块、调整网络层
数和参数，以提高模型性能。

领域针对性强 数据专业性强 任务特定性强 知识深度强



垂域大模型——你想要的专才！

n 垂域大模型，也被称为领域大模型或行业大模型，是相对于通用基础大模型而言，
针对特定垂直领域或行业进行专门设计、训练和优化的大型人工智能模型。

n 设计原则可遵循三阶段优化路径：领域数据收集与标注、知识融合以及模型优化。



垂域大模型的构建与应用

知识图谱增强推理 领域规则引导解码 多模态数据对齐

方法：实体链接+图神经网

络，通过实体链接将文本实

体与知识图谱对应，再用图

神经网络推理实体间关系。

方法：跨模态对比学习，通

过对比学习使不同模态数据

特征对齐，提升模型对多模

态数据理解。

方法：受限解码+规则模板，

依据领域规则限制解码过程，

确保生成内容符合规则。

n 领域知识深度融合技术进一步推动垂域大模型发展。



垂域大模型的构建与应用

Prefix-tuning：通过调整模型的提示词，引导
模 型输出 。参数量0.1%，训练成本中等，适用
于生成式任务控制，可有效控制生成内容方向。

全量 Supervised Fine-tuning：使用大量标注
数据进行微调，使模型在特定领域任务上达到更
好 的 性 能 。参数量100%，训练成本高，适用于
数据充足、算力充裕场景，能充分优化模型性能。

LoRA：通过低秩矩阵分解进行微调。在保持原
模型性能的同时，适应特定领域的任务需求。参
数量0.1-1%，训练成本极低，适用于低资源垂
域适配，能在少量数据下快速优化模型。

n 参数高效微调技术是垂域大模型实现高效定制化的技术手段。



垂域大模型的构建与应用

医疗大模型DISC-MedLLM

基于Baichuan13BBase基础大模型指令微调得到

DISC-Med-SFT训练集，包含超过47万个来源于现
有的多个医疗数据集的不同示例。

安恒信息恒脑大模型

以大模型为底座，以智能体为核心，实现安全能力
场景化调度

2024年唯一入选工信部“未来产业领域”案例名单
的安全垂域大模型



01 生成式人工智能

02 生成式设计与艺术创作

知识点4：“AI”上创作



猜一猜，哪个是AI生成的？



猜一猜，哪个是AI生成的？



生成式人工智能

n生成式人工智能（Generative Artificial Intelligence，GAI）的提出源于机器学习领域
对于创造性任务的探索，它标志着人工智能从简单的数据分析和模式识别，向能够自主生
成新内容的能力迈进。 



生成式人工智能

技术手段

内容体现

GAI
（Generative AI）

生成式人工智能指能够生成
新的数据或内容的人工智能
技术，更强调技术层面，专
注于如何通过算法生成高质
量的合成数据或内容。

AIGC
（AI-Generated Content）

人工智能生成内容指通过人
工智能技术生成的内容。内
容形式可以包括文本、图像、
音频、视频等。目标是生成
具有创意和独特性的内容。



生成式人工智能关键技术——扩散模型

反向过程（去噪）

前向过程（扩散）

𝑝&(x'()|x')

𝑞(x'|x'())
x* x' x'() x+

前向扩散过程（加噪过程） ：模型不断对输入数据加入噪声，直到其变成纯高斯噪声

𝑞 x' x'() = 𝒩 x' 1 − 𝛽' x'()𝛽'I

可通过数学精确描述的马尔可夫过程x!:# 

反向采样过程（去噪过程）：模型则逐步去除噪声并恢复出原始数据。

𝑝& x'() x' = 𝒩 x' 𝜇& x' 𝑡 𝜎&
, x' 𝑡 I

通过去噪网络学习如何去除噪声

n扩散模型（Diffusion Models，DM）基于非平衡热力学原理，定义了一个马尔可
夫链，将数据分布逐步转化为噪声分布，再通过学习逆过程从噪声中恢复数据，实
现了高质量的数据生成，成为当前生成模型领域的重要支柱之一。



生成式人工智能关键技术——扩散模型

反向过程（去噪）

前向过程（扩散）

x* x' x+

扩散模型中去噪网络训练目标是最小化𝑥*与标准高斯噪声直接的差异： 

𝔼',𝐱#,/[ 𝜖 − 𝜖&( =𝛼'𝐱+ + 1 − =𝛼'𝜖, 𝑡) 2]

去噪网络

DDPM生成图片效果



生成式人工智能关键技术——扩散模型

DDPM
Ø 在原始图像上进行加噪和去噪的，效率低下 

Ø 图像分辨率很大时，计算成本和时间成本高昂

Ø 对图像存在大量冗余信息进行扩散影响模型
稳定性

LDM：将原始图像映射到低维隐空间中编码向量，对其进行扩
散和采样操作，大大减少了计算量和内存占用。同时，在潜在
空间中数据分布更简单、更规则，模型更容易学习和捕捉数据
的特征与分布规律，建模难度降低。

n隐式扩散模型（Latent Diffusion Models，LDM）在低维隐空间进行扩散，证明
了 CLIP 等文本-图像对齐模型在生成任务中的有效性，首次将高性能扩散模型完全
开源，定义生成式 AI 新标准。

加噪和去噪

DDPM

加噪和去噪

LDM

映射
低维隐空间如VAE



生成式人工智能关键技术图谱

变分自编码器（VAE） 

Ø 可解释性较强

Ø 训练过程涉及复杂的数学计算

Ø 生成样本质量较低 

生成对抗网络（GAN）

Ø 生成样本质量较高 

Ø 训练过程不稳定

Ø 可解释性不强

扩散模型（DM）

Ø 生成样本效果逼真 

Ø 可解释性强

Ø 训练过程慢，成本高昂



生成式设计与艺术创作

Close-up portrait of a smiling girl holding a
book, oil painting in the style of Rembrandt



生成式设计与艺术创作

音乐创作 漫画创作网页制作 动画生成 剧本创作

人民日报《AI共创大片｜江山如此多娇》 新华社“AIGC绘中国”

人民网“数字主持人速览两会”AI主播连麦京津冀 央视新闻《AI数“读”两会》



01 人工智能与自然科学

02 人工智能与人文社科

知识点5：
全新的科学发现范式——AI for Science



科学发现新范式——AI for Science

AI for Science



科学发现新范式——AI for Science

化
学

天
文

生
物

医
学



科学发现新范式——AI for Science

n 人工智能技术为人类发现和总结规律提供了新的第五范式：科学智能/人工智能驱动
的科学研究（AI for Science或AI4Science）。 

第一范式
实验科学

第二范式
理论科学

第三范式
计算科学

第四范式
数据科学

第五范式
科学智能

1600
1950

2000

现在

人类探索认知世界的脚步从未停止过



人工智能与自然科学

AlphaFold

诺贝尔化学奖 诺贝尔物理学奖

人工神经网络机器学习

n 人工智能科学家获得诺贝尔奖标志着科学范式的重大转变，体现了AI在科学研究中
的革命性地位及其对传统学科边界的突破，它揭示了数据驱动与机理研究的互补性，
以及跨学科融合的必然性。

AI+科学“双螺旋引擎”
共振驱动



人工智能与自然科学

n AI与自然科学的协同效应正在形成良性循环：AI不仅从自然科学汲取灵感，也开始
反过来推动自然科学研究的突破性进展，这种双向促进的典范案例正不断涌现。

科学
发现

AI for 
Science

提出
假设

实验
论证

天气预测

能源材料
发现

辅助实验
设计

分子合成

基因序列
预测

药物研发

辅助医疗
诊断

量子力学



人工智能与自然科学

n 人工智能与自然科学的结合正在推动科学研究的范式转变，为物理、化学、生物、
地球科学等领域带来了前所未有的机遇和突破。其目标是利用机器学习、深度学习、
自然语言处理和其他人工智能技术，加速科学发现，改善实验设计，提高数据分析
的效率，并揭示新的科学知识和理论。

传统天气预报

Ø 基于数值天气预报

Ø 难以实现公里级精细化模拟

Ø 长周期预测误差大

Ø 成熟体系需要数十年验证

AI天气预报

Ø 计算成本高，依赖超酸

Ø 数据驱动与物理规律融合

Ø 1分钟内完成传统超算数
小时的7天全球预报

Ø  公里级细节

Ø 极端事件精准预警
Ø  可生成数千种可能天气场 
     景，辅助灾害风险评估



人工智能与自然科学

n 人工智能在天文学、材料科学以及生物学等领域已经出现了实际落地的应用。

天体测量法

Ø 需要高仪器精度
Ø 对行星要求高 
Ø 需数十年观测数据积累

直接成像法

Ø 目前仅能探测距离恒星
较远、大质量的行星

Ø 难以捕捉类地行星或宜
居带内天体

微引力透镜法

Ø 事件罕见且短暂 
Ø 难以重复观测

Ø 对宿主恒星信息有限
Ø 数据处理复杂

AI驱动方法
快速处理和分析
海量天文数据
精准识别行星信号

谷歌和NASA利用“猎星代码”从开普勒-90系统中发现了第八颗行星—开普勒-90i，以及
从开普勒-80系统中发现了最小行星—开普勒-80g

探索行星系统演化



人工智能与自然科学

n 人工智能在天文学、材料科学以及生物学等领域已经出现了实际落地的应用。

传统方法依赖于繁琐的实验和复杂的数据分析，周期长、效率低。

传统方法往往受到现有理论和经验的限制，难以发现突破性的新材料。

传统方法需要大量的实验设备和材料，成本较高。

生成与已知稳定晶体结构相似的新结构来探索材料空间结构管道

成分管道

遵循基于化学式的更随机的方法，通过随机组合不同的化学元素来生成新的材料候选者。

基于大量已知材料的
结构和性质数据训练



人工智能与人文社科

n 语言学通过对语言的结构、功能、演变等方面的研究，为理解人类文化和社会提供
重要基础。自然语言处理助力语言学数字化转型，提升语言理解与应用效率，推动
人文科学领域的研究和创新，加速知识传播与文化发展。

AI情感分析与陪伴 AI同声传译



人工智能与人文社科

n 通过三维扫描技术获取文物的数字模型，然后利用人工智能算法进行三维重建，能
够高精度地还原文物的原始状态，为破损文物修复决策提供依据。

“敦煌遗书”修复 “永乐宫壁画”修复

AI虚拟修复三星堆文物 AI还原文物细节纹理痕迹



01 大模型与AIGC 

02 玩转大模型

知识点6：玩转⼤模型



大模型与AIGC 

—2021
LLM理论与技术准备 2022

ChatGPT引爆LLM研发热潮

2023
LLM飞速发展，
全民AI浪潮涌现

2024
基于LLM的Agent
百花齐放，垂域大
模型称为焦点

2025
DeepSeek释放
LLM深度思考能力



大模型与AIGC 

智能语音 自动驾驶

智能办公智慧城市



大模型与AIGC

AIGC

n 人工智能生成内容（AI-Generated Content，AIGC）是人工智能进入全新发展时
期的重要标志，其核心思想是利用人工智能算法生成具有一定创意和质量的内容。

LLM AIGC

技术支撑

需求发展

AIGC
人与机器的交互创作



玩转大模型

OpenAI

百度

阿里巴巴

科大讯飞 星火大模型

智谱AI

月之暗面 Kimi

字节跳动

深度求索

文本生成

知识问答 逻辑推理

语言理解

专业应用软件

智能、高效、个性化内容生成

提示词

向AI表达需求

引导生成

提高精度

增强交互

简洁清晰的指令

明确的任务期望

必要的任务背景

用户向大模型输入的文本内容，用于触发大模型的响应并指导其如何生成或回应



玩转大模型

n 文本类应用实践——文档撰写

请帮我写一份面向国际听众的演讲稿。需要以中国南北方豆腐脑的甜咸口味差
异为案例，讲解不同地域的饮食文化特色，并延伸到中西方餐饮习惯的对比。
要求语言生动有趣，适合跨文化背景的观众理解。



玩转大模型

n 文本类应用实践——文档撰写

我要写一篇关于当前国内外主流通用大模型的文档介绍，受众为高校的大学生、
研究生和企业研究人员，需要通俗易懂、体现一定的专业性，并以表格形式总结
这些大模型的功能、优缺点，内容控制在3000字左右（DeepSeek+WPS灵犀）



玩转大模型

n 文本类应用实践——文档撰写

考虑到公众号文章的推广，内容的吸引力，我需要在对应
的位置加入图片丰富内容，请给出建议，并且对插入的图
片生成合适的提示词用于生成图片

我要写一篇关于当前国内外主流通用大模型的文档介绍，受众为高校的大学生、
研究生和企业研究人员，需要通俗易懂、体现一定的专业性，并以表格形式总结
这些大模型的功能、优缺点，内容控制在3000字左右（DeepSeek+豆包）



玩转大模型

n 文本类应用实践—— PPT制作

根据文档内容制作一份PPT，40页左右，并列出大纲

我要写一篇关于当前国内外主流通用大模型的文档介绍，受众为高校的大学生、
研究生和企业研究人员，需要通俗易懂、体现一定的专业性，并以表格形式总结
这些大模型的功能、优缺点，内容控制在3000字左右（DeepSeek+WPS灵犀）



玩转大模型

n 图片类实践——图片生成

哪吒慵懒斜倚真皮沙发，左手高擎琥珀
色珍珠奶茶，右手挥洒出金黄油亮的薯
片，腮帮微鼓嘴角沾着星星点点的零食
碎屑，赤红混天绫缠绕在电竞椅背。背
景中赛博朋克风的现代办公室与传统神
话元素碰撞…….

参考图

我要做一个关于当前国内外主流通用大
模型的讲座，受众为高校的大学生、研
究生和企业研究人员，需要设计一张海
报，请帮我生成对应的提示词

海报呈现深邃的星空蓝背
景，渐变交织着流动的量
子紫光晕，中央悬浮着立
体发光的神经网络结构，
金色数据粒子如星轨般穿
梭其中…….



玩转大模型

n 视频类实践——视频生成

哪吒慵懒斜倚真皮沙发，左手高擎琥珀色珍珠奶茶（奶盖将倾未倾），右手挥洒
出金黄油亮的薯片，腮帮微鼓嘴角沾着星星点点的零食碎屑，赤红混天绫缠绕在
电竞椅背。背景中赛博朋克风的现代办公室与传统神话元素碰撞——全息财务报
表在玻璃幕墙跃动，青铜乾坤圈悬于人体工学办公桌，风火轮造型扫地机器人穿
梭于满地零食包装间。悬浮的虾条袋与飘飞的文件页交织出动态韵律，奶茶杯壁
凝结的水珠折射出菱形光斑，绛红色混天绫在低饱和莫兰迪色调中成为视觉焦点，
营造出传统神祇与现代生活交织的魔幻休闲图景。



玩转大模型

n 视频类实践——数字播报

大模型这个词如今在科技领域可是响当当的存在，但很多人可能只是听说过，
并不完全清楚它到底是什么。其实，大模型的世界丰富多彩，从它的定义、本
质，到分类以及和其他相关概念的区别，都有着独特的内涵。接下来，就让我
们一起深入探索大模型基础入门的知识，揭开它神秘的面纱。大模型的定义，
广义上来说，是指具有大规模参数和强大计算能力的人工智能模型。它就像是
一个知识渊博的“超级大脑”，能够处理和分析海量的数据。而狭义的大模型，
则更侧重于那些在自然语言处理、计算机视觉等领域展现出卓越性能的模型。



玩转大模型

n 视频类实践——数字播报

上传需要报告的PPT“通用大模型从技术原理到产业变革”



玩转大模型

https://github.com/deepseek-ai/awesome-
deepseek-integration



人工智能前沿
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