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知识点1：
马尔可夫决策过程 — 以井字棋为例



一起来玩井字棋！

井字棋，英文名为 Tic-Tac-Toe，是一种在 3×3 格子上进行的两人对弈游戏。游戏双方轮流在

空格中放置自己的棋子。先手玩家先放置“X”，后手玩家放置“O”。率先将自己的三个棋子

连成一条直线的玩家获胜。如果棋盘被填满后，双方都没有达成三子连线，则游戏为平局。

Ø 每个格子有三种选择，分别为：X、O和空，

每个选择都会对结果产生影响

Ø 只需要关注当前棋盘上棋子的分布状态，而

不需要考虑之前是如何走到这个状态的



马尔可夫性质

n 马尔可夫链：一个满足马尔可夫性质的随机过程，即给定当
前状态的条件下，未来状态的概率分布仅依赖于当前状态，
而与过去状态无关。

n 给定当前状态，一个系统的未来状态只由当前状态和当前行
动决定，与过去的历史状态无关

ü 无记忆性

ü 状态转移过程
只与当前状态
和行动有关

⇒   马尔可夫性质

安德雷·安德耶维齐·马尔可夫（1856年6月14日—

1922年7月20日），俄国数学家，师从切比雪夫，

1886年当选为圣彼得堡科学院院士。马尔可夫1922

年逝世于圣彼得堡。著名的马尔可夫决策过程的得名

正是为纪念他为马尔可夫链所做的研究。



马尔可夫决策过程

在井字棋游戏中，我们可以作如下定义：

状态空间（State Space，𝑆 ）：
所有落子之前的棋盘分布

动作空间（Action Space，𝐴）：
棋手落子的9个位置

状态𝑠! 状态𝑠" 状态𝑠#

动作𝑎!
状态转移概率
（Transition Probability，𝑃）：

棋手⭕落子后，棋手×落子位置使棋盘变为

新的状态的可能性



马尔可夫决策过程

为了增加游戏的趣味性，我们还可以设置奖励和惩罚机制：

平局：奖励（Reward）𝑅=0

⭕ 获胜：奖励𝑅=+100

× 失败：奖励𝑅=-100

事实上，我们还可以有更快的获胜方式：

衰减因子𝛾：步数越少，奖励越高

𝑅 = 0.9!×100

𝑅 = 0.9"×100

以最大化游戏奖励为目标，以最小回合数获胜
的方式，被称为策略（Policy）



马尔可夫决策过程

通过井字棋，我们可以定义一个马尔可夫决策过程的5个关键组成部分：

1) 状态空间𝑺：所有环境状态的集合，𝑠!∈ 𝑆表示𝑡时刻智

能体所处的状态。

2) 动作空间𝑨：智能体可执行动作的集合，𝑎!∈ 𝐴表示𝑡

时刻智能体所执行的动作。

3) 转移概率𝑷：表示在执行某个动作后，从当前状态转移到另一个状态的概率。𝑝 𝑠!"# 𝑠! , 𝑎!
     为状态转移概率，表示智能体在状态𝑠!执行动作𝑎!后转移到下一个状态𝑠!"#的概率。

4) 奖励函数𝑹：智能体在某个状态下执行某个动作后获得的即时奖励，用𝑟 𝑠! , 𝑎! , 𝑠!"# 表示。

5) 策略𝝅：它是一个从状态空间到行动空间的映射，定义了在每个状态𝑠下应该采取哪个行动𝑎。

智能体

动作

环境

奖励状态

策略更新



马尔可夫决策过程

在这些时间步中，智能体会根据当前状态选择动作，执行动作后收到环境的反馈（即时奖励
和下一个状态），直到回合结束。 

𝑎!

𝑠! 𝑠"
𝑝 𝑠" 𝑠!, 𝑎!

𝑟 𝑠!, 𝑎!, 𝑠"

𝜋
𝑎 !
𝑠 !

𝑠$

𝑎$

𝑝 𝑠$%! 𝑠$ , 𝑎$

𝑟 𝑠$ , 𝑎$ , 𝑠$%!𝜋
𝑎 $
𝑠 $

𝑠$%!… 𝑠&'!

𝑎&'!

𝑝 𝑠& 𝑠&'!, 𝑎&'!

𝑟 𝑠&'!, 𝑎&'!, 𝑠&𝜋
𝑎 &
'!
𝑠 &
'!

𝑠&…

智能体从起始状态𝑠#开始，根据策略𝜋执行动作𝑎#，获得奖励𝑟#，并将状态转移到𝑠$，
直至到达终止状态（或满足某种终止条件）。

循环往复，

进行一次完整的交互过程称之为回合。

时间步 时间步时间步





01 状态价值与动作价值

02 贝尔曼方程

知识点2：解密贝尔曼⽅程



从迷宫游戏看状态价值与动作价值

核心目标是找到一个策略 𝝅 𝒂 𝒔 ，使得该策略能够最大化奖励，完成任务。

状态空间𝑺：所有可能的位置。我们用坐标表示状态：起点(1, 1)、终点(3, 2)

动作空间𝑨：智能体在当前状态可能执行的所有动作（如上、下、左、右）

转移概率𝑷：智能体从当前状态，通过动作𝒂（如前进、后退、左转、右转）转移

到下一状态的概率

奖励函数𝑹：遇到障碍物奖励为-100，每移动到相邻格子奖励为-1，到达出口奖励

为10，完成任务

策略𝝅：以最大化奖励的方式，最快到达出口路径

我们定义一个 3×3迷宫游戏，包括起点（Start）、终点（End）、障碍物（ # ）与可通行区域（1）。
游戏的任务是通过上下左右移动，从当前的某一位置最快到达终点。

Start

End

#



从迷宫游戏看状态价值与动作价值

状态价值函数（State Value Function）它表示在给定一个状态
下，按照某个策略行动所能获得的预期奖励。换句话说，状

态价值函数衡量了在某个状态下，遵循某个策略时，能够从

该状态开始所获得的期望累计奖励。

以状态 (1,2)	为例，它可以向右 (1,3)	和向下 (2,2)	移动。

若向右移动，至少需要4步才能到达终点。
10 + (−1)×4 = 6

若向下移动，需要至少2步才能到达终点。

Start

End

#
10 + (−1)×2 = 8

选择较大值 8 作为从状态 (1,2)出发按照最优策略行动的期望奖励：

则在这种情况下的最大奖励为：

则在这种情况下的最大奖励为：

𝑉(1,2) = 8



从迷宫游戏看状态价值与动作价值

动作价值函数（Action Value Function）表示在当前状态下，执行

某个动作后，按照最优策略继续行动所获得的期望累积奖励。

以状态(1, 2)为例，如果采取“向右”的动作，我们还可以计算：

Ø 即时奖励𝑅(1, 2)：右移一步−1，到达𝑉(1, 3)

Ø 𝑉(1, 3)状态价值为10 + (−1)×3 = 7

于是，我们采取“向右”动作的价值为：

𝑄(1, 2) = 𝑅(1, 2) + 𝛾𝑉(1, 3) = −1 + 0.9×7 = 5.3

Start

End

#



贝尔曼状态方程

以状态 1, 2 为例，有“向右”和“向下”两个可行动作

Ø 采取“向右”动作，到达状态 1, 3 ，转移概率𝑃 1, 3 1, 2 ,右 = 1，

Ø 𝑉(1, 3)状态价值为10 + (−1)×3 = 7

动作价值：𝑅(1, 2)+𝛾𝑃 1, 3 1, 2 ,右 𝑉(1, 3) = −1 + 0.9×1×7 = 5.3

Ø 采取“向下”动作，到达状态(2, 2)，转移概率𝑃 2,2 1,2 ,下 = 1，

Ø 𝑉(2, 2) 状态价值为10 + (−1)×1 = 9

动作价值：𝑅(1,2) + 𝛾𝑃((2,2)│(1,2),下)	𝑉(2,2) = −1 + 0.9×1×9 = 7.1

Start

End

#



贝尔曼状态方程

贝尔曼状态期望方程的核心思想是将当前状态的价值表示为即时奖励与下一状

态价值的期望之和。 𝑉( 𝑠 = ∑)∈+ 𝜋 𝑎 𝑠 [𝑅(𝑠, 𝑎)+𝛾 ∑,!∈-𝑃 𝑠. 𝑠, 𝑎 	𝑉( 𝑠. ]

𝑉∗ 𝑠 = 𝑚𝑎𝑥)=
,!∈-

𝑃 𝑠. 𝑠, 𝑎 [𝑅 𝑠, 𝑎 + 𝛾𝑉∗ 𝑠. ]

贝尔曼状态最优方程的核心思想是找到每个状态的最优价值，从而确定从任意

状态出发的最优策略，即如何行动才能获得最大的累积奖励。

理查德·贝尔曼（英文：Richard Bellman，1920年8月26日——1984年3月19日），

美国数学家，动态规划的创始人。贝尔曼先后在布鲁克林学院和威斯康星大学学习数

学。随后他在洛斯·阿拉莫斯为一个理论物理部门的团体工作。与1946年获得普林斯

顿大学博士学位。贝尔曼曾是南加州大学教授，美国艺术与科学研究院研究员

（1975年），美国国家工程院院士（1977年），美国国家科学院院士（1983年）。

他在1979年被授予电气电子工程师协会奖，由于其在“决策过程和控制系统理论方

面的贡献，特别是动态规划的发明和应用。”



01 深度强化学习概念

02 深度强化学习方法

深度 强化

知识点3：当深度学习遇到强化学习





什么是深度强化学习

智能体

环境

状态 奖励 动作

深度学习
特征表示

强化学习
策略决策

深度学习：
ü 高维数据处理
ü 复杂函数逼近
ü 大规模并行计算
ü 记忆和长期依赖
ü 泛化能力

传统强化学习方法
在处理高维状态空
间和复杂决策问题
时面临挑战。



什么是深度强化学习

×
× ×

CNN

×
× ×

×
× ×

×
× ×

×
× ×

RNN

智能体

使用神经网络构建强化学习主体的方法被称为深度强化学习



深度强化学习方法



深度强化学习方法

Q-Table

𝑎! 𝑎"
𝑠! 𝑄(𝑠!, 𝑎!) 𝑄(𝑠!, 𝑎")
𝑠" 𝑄(𝑠", 𝑎!) 𝑄(𝑠", 𝑎")
𝑠# 𝑄(𝑠#, 𝑎!) 𝑄(𝑠#, 𝑎")
𝑠$ 𝑄(𝑠$, 𝑎!) 𝑄(𝑠$, 𝑎")
𝑠% 𝑄(𝑠%, 𝑎!) 𝑄(𝑠%, 𝑎")

Q

你的策略太激进了，
需要谨慎选择动作

Q

DQN方法

Double-DQN

价值 动作

Atari 2600游戏

星际争霸II

n 基于价值的方法



深度强化学习方法

P
策略选择动作

P（动作）
梯度上升

策略梯度方法

P

Actor Critic

Q

选择动作

价值评估

用 Critic 的反馈来优化 Actor 的策略

演员-评论家算法

自动驾驶

围棋

n 基于策略的方法



深度强化学习方法

P Q P Q P Q

A3C方法

环境1 环境2 环境N

P Q
主网络

多个 Actor 独立与环境交互并异步更新全局网络

n 基于策略的方法



深度强化学习应用

智能体 神经网络 决策输出





01 AlphaGo的启示

02 机器人的“学习革命”

知识点4：智能机器⼈与强化学习



AlphaGo的启示

《机器人总动员》

《超能查派》
强化学习！

AlphaGo大战李世石

波士顿动力机器人Atlas

这些机器人是如
何学会行动的呢？



AlphaGo的启示

围棋有𝟏𝟎𝟏𝟕𝟎种可能性，AlphaGo如何“算”出最优解？

快速走子策略 监督学习策略网络 强化学习策略网络 价值网络

策略梯度

强化学习 

蒙特卡洛
树搜索



AlphaGo的启示

选   择
从根节点开始，选择最
有潜力的子节点。根节
点为当前棋盘状态。

扩   展
如果叶节点不是
终局状态，使用
策略网络生成候
选动作，并扩展
搜索树。

回   溯
将评估结果反向传播，更新
搜索树中所有节点的统计信
息（如访问次数、胜率）。

评   估
使用价值网络评估
叶节点的胜率。



AlphaGo的启示

AlphaGo Zero完全抛弃人类棋谱，100:0 完胜AlphaGo

Ø 无人类数据：完全从零开始学习，不依赖任
何人类棋谱。通过自我对弈和蒙特卡洛树搜
索生成高质量的训练数据，提升学习效率。

Ø 单一网络：使用一个统一的神经网络同时预
测策略和值函数，简化了模型结构。

Ø 残差网络：深度残差网络提升模型表达能力。

AlphaGo Zero 

AlphaGo 
Master AlphaGo

100:0 89:11



AlphaGo的启示

AlphaGo围棋教学上线，人类围棋进入AI时代

AlphaGo的成功带来哪些启示呢？

ü 机器可以从零开始超越人类千年积累的经验。

ü 解决了传统AI依赖标注数据的瓶颈，开创了无监督强化学习的新范式。

ü 实现了虚拟与现实的动态交互，通过无监督学习与环境交互实现通用智能。



机器人的“学习革命”

n 机器人训练场（行走篇）：如何让机器人适应未知地形？

在虚拟环境中模拟机器人行走

Ø 基础奖励：保持平衡 + 前进速度

Ø “好奇心”奖励：鼓励探索新地形

奖励函数：

仿真训练：数千次虚拟跌倒 → 学习平衡策略

域自适应、域随机化，随机化虚拟环境参
数（摩擦系数、地形高度）提升泛化性

Sim2Real（仿真到真实的迁移）



机器人的“学习革命”

自监督预训练：从随机抓取中学习物理特性
稀疏奖励：仅当成功抓取时给予奖励

连续动作：夹持器开合力度、6自由度位姿调整

离散动作：抓取/松开、移动方向

增加内在奖励，鼓励探索新状态（如触碰未知物体表面）

仿真中随机化物体质量、摩擦系数、光照条件，提升泛化性

持续生成新物理参数，防止过拟合

层级强化学习：高层规划旋转步骤，底层控制手指微调

n 机器人训练场（抓取篇）：抓取物体



机器人的“学习革命”

n 未来趋势

ü 群体智能ü 精细操作 ü 可变结构 ü 人机交互 ü 脑机接口



强化学习

教育部-华为“智能基座”课程   

《人工智能通识》AI For Everyone


