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Introduction
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CVPR 2022/ICCV 2011大会主席、香港科技大学权龙教授说过“真正意义上的计算机视觉要超越
识别，感知三维场景。我们活在三维空间里，要做到交互和感知，就必须将世界恢复到三维。”



Depth-oriented Perception: From Generation to Application
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Lingzhi He, Hongguang Zhu, Feng Li, Huihui Bai, Runmin Cong,
Chunjie Zhang, Chunyu Lin, Meiqin Liu, Yao Zhao

IEEE/CVF Conference on Computer Vision and Pattern Recongnition, 2021

Towards Fast and Accurate 
Real-World Depth Super-Resolution: 

Benchmark Dataset and Baseline

https://github.com/lingzhi96/RGB-D-D-Dataset

https://github.com/lingzhi96/RGB-D-D-Dataset


Motivations

• The resolution of depth maps cannot match the resolution of RGB images. Depth
map super-resolution (SR) is an effective solution.

• Limited by the lack of real-world paired LR and HR depth maps, most existing depth
map SR methods use down-sampling to obtain paired training samples.

• The sharp boundaries and elaborate details in the depth map SR are hard to recover
especially when the scaling factor is large. How to design a fast and accurate depth
map SR model to generate HR depth maps.



Contributions

a) We build the first and large-scale depth map SR benchmark dataset named RGB-D-
D dataset, towards the real scenes and real correspondences. This dataset bridges
the gap between theoretical research and real-world applications, and also
flourishes the depth related tasks in terms of benchmark dataset.

b) We design a fast depth map super-resolution (FDSR) baseline, in which a high-
frequency guided multi-scale structure is introduced to provide the frequency
guidance and exploit the contextual information. Such decomposition strategy can
improve the efficiency while retaining the reconstruction performance.

c) Our network achieves the superior performance on the public datasets and our
RGB-D-D benchmark dataset in terms of the speed and accuracy. Moreover, for the
real-world depth map SR task, our algorithm can generate more accurate results
with clearer boundaries and to some extent correct the value errors.

https://github.com/lingzhi96/RGB-D-D-Dataset

http://mepro.bjtu.edu.cn/resource.html

https://github.com/lingzhi96/RGB-D-D-Dataset
http://mepro.bjtu.edu.cn/resource.html


RGB-D-D Dataset

 Bokeh Rendering

 Optimize the edge of objects

 Low-quality depth map

 Effect of complex illumination

 ……
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Dataset Processing
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Dataset Statistic

 Real Scenes

 High Quality

 Real Correspondences



Our Method

w/2

h/2
w/2

h/2

h

w

h

w

(a) High Frequency Guidance Branch (HFGB)

(b) Multi-Scale Reconstruction Branch (MSRB)

(c) High Frenquency Layer (HFL)

LF

HF

LF LF

HF

HF

HF

HF
HF HF

LF LF

Multi-Scale Dilated Block

High Frequency Layer

Convolutional Layer

Pixel Shuffle

RGB Image: G

Input: DU

Output: DH

Our framework progressively equip with four multi-scale reconstruction blocks to

exploit the contextual information under different receptive fields in MSRB,
meanwhile, the high-frequency guidance extracted from the HFGB is integrated

with the multiscale contextual information to enhance the ability of detail

recovery for depth map SR.



High-Frequency Guidance Branch

• A direct high-frequency decomposition method is designed, where the octave

convolution is utilized to decompose the RGB features into high- and low-

frequency components.

• The high-frequency components are effectively used to guide depth map SR.

Such design focuses on the useful high-frequency detail information to improve

the performance, while it reduces the computation complexity due to the low-

frequency components are not used in the MSRB.
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Multi-Scale Reconstruction Branch

• This branch aims to progressively recover HR depth map through utilizing mulit-

scale contextual information. We first use one convolution layer to initial feature

extraction. Then, to exploit the contextual information under different receptive

fields, we combine dilated convolutions with different dilated rates to form a multi-

scale dilated block (MSDB), and one convolution layer is used to integrate the

concatenated features.

• As for feature combination, three levels of high-frequency features extracted by

HLFs are fused with different MSDBs respectively in the early stage of MSRB.

(b) Multi-Scale Reconstruction Branch (MSRB)

Multi-Scale Dilated BlockConvolutional Layer Pixel Shuffle

Input: DU

Output: DH

HF HFHF



Experiments

• Benchmark Datasets: NYU v2 (1449 RGB-D images), RGB-D-D (4861 RGB-D images).

• We sample 1000 RGB-D image pairs from the NYU v2 dataset for training and the

rest 449 image pairs for testing. As for RGB-D-D dataset, we randomly split 1586

portraits, 380 plants, 249 models for training and 297 portraits, 68 plants, 40 models

for testing.

• Evaluation Metrics:

RMSE: pixel wise depth map SR accuracy

Depth Value Errors: global confidence depth map SR accuracy

Depth Edge Errors: edge area depth map SR accuracy



Experiments on NYU v2

1056    1407

(a) RGB (b) SDF (c) SVLRM (d) DJFR (e) FDKN (f) DKN (g) FDSR (h) GT

Running Time (s) 25 (CPU) 0.10 (GPU) 0.01 (GPU) 0.01 (GPU) 0.17 (GPU) 0.01 (GPU)



Experiments on NYU v2



(a) RGB (b) SDF (c) SVLRM (d) DJFR (e) FDKN (f) DKN (g) FDSR (i) GT(h) FDSR+ / FDSR++

Experiments on RGB-D-D



Experiments on RGB-D-D



Conclusion

• We build the first benchmark dataset which satisfy both real scene and real

correspondence. The dataset contains paired LR and HR depth maps in multiple

scenarios, and contributes the completely new benchmark dataset for real-world

depth map SR research.

• Furthermore, the “RGB-D-D” triples not only can complete the traditional depth-

related tasks, such as depth estimation, depth completion, etc. but also have

significant potential to promote the application of depth maps on portable

intelligent electronics.

• We also provide a fast and accurate depth map SR baseline adaptively focusing on

the high-frequency components of the guidance and suppress the low-frequency

components and achieve the competitive performance on public datasets and our

proposed dataset. What’s more, it has an ability to cope with the task of real-world

depth map SR.



RGB-D Salient Object Detection

 shape

 contour

 internal consistency

 surface normal 

 ……

depth quality 
perception



Zuyao Chen‡, Runmin Cong‡, Qianqian Xu, and Qingming Huang

IEEE Transactions on Image Processing, 2021

DPANet: Depth Potentiality-Aware Gated 
Attention Network for RGB-D Salient 

Object Detection

https://rmcong.github.io/proj_DPANet.html

https://rmcong.github.io/proj_DPANet.html


Motivations

• how to effectively integrate the complementary information from RGB
image and its corresponding depth map;

• how to prevent the contamination from unreliable depth information;



Contributions

a) For the first time, we address the unreliable depth map in the RGB-D SOD
network in an end-to-end formulation, and propose the DPANet by incorporating
the depth potentiality perception into the cross-modality integration pipeline.

b) Without increasing the training label (i.e., depth quality label), we model a task-
orientated depth potentiality perception module that can adaptively perceive the
potentiality of the input depth map, and further weaken the contamination from
unreliable depth information.

c) We propose a gated multi-modality attention (GMA) module to effectively
aggregate the cross-modal complementarity of the RGB and depth images.

d) Without any pre-processing or post-processing techniques, the proposed network
outperforms 16 state-of-the-art methods on 8 RGB-D SOD datasets in
quantitative and qualitative evaluations.



Our Method



Depth Potentiality Perception

• Most previous works generally integrate the multi-modal features from RGB and
corresponding depth information indiscriminately. However, there exist some
contaminations when depth maps are unreliable.

• Since we do not hold any labels for depth map quality assessment, we model the
depth potentiality perception as a saliency-oriented prediction task, that is, we
train a model to automatically learn the relationship between the binary depth map
and the corresponding saliency mask. The above modeling approach is based on the
observation that if the binary depth map segmented by a threshold is close to the
ground truth, the depth map is highly reliable, so a higher confidence response
should be assigned to this depth input.

𝐷 ሚ𝐼, 𝐺 =
1 + 𝛾 ∙ 𝐷𝑖𝑜𝑢 ∙ 𝐷𝑐𝑜𝑣
𝐷𝑖𝑜𝑢 + 𝛾 ∙ 𝐷𝑐𝑜𝑣



Gated Multi-modality Attention Module

• Directly integrating the cross-modal information may induce negative results, such as
contaminations from unreliable depth maps. Besides, the features of the single modality
usually are affluent in spatial or channel aspect with information redundancy.

• We design a GMA module that exploits the attention mechanism to automatically select and
strengthen important features for saliency detection, and incorporate the gate controller into
the GMA module to prevent the contamination from the unreliable depth map.



Gated Multi-modality Attention Module

single-modal perspective:

spatial attention

reduce the redundancy features
and highlight the feature
response on the salient regions

cross-modal perspective:

two symmetrical attention sub-modules

capture long-range dependencies

rf𝑖 = ෪rb𝑖 + 𝑔1 ∙ 𝑓𝑑𝑟

df𝑖 = ෪db𝑖 + 𝑔2 ∙ 𝑓𝑟𝑑 𝑔1 + 𝑔2 = 1
𝑔1 = ො𝑔



Multi-level Feature Fusion

• Multi-scale Feature Fusion • Multi-modality Feature Fusion

Low-level features can provide more detail
information, such as boundary, texture, and
spatial structure, but may be sensitive to the
background noises. Contrarily, high-level
features contain more semantic information,
which is helpful to locate the salient object
and suppress the noises. Thus, we adopt a
more aggressive yet effective operation, i.e.,
multiplication.

𝑓1 = 𝛿 𝑢𝑝 𝑐𝑜𝑛𝑣3 rd5 ⊙ rf4

𝑓2 = 𝛿 𝑐𝑜𝑛𝑣4 rf4 ⊙𝑢𝑝 rd5

𝑓𝐹 = 𝛿 𝑐𝑜𝑛𝑣5 𝑓1, 𝑓2

During the multi-modality feature fusion, we
consider two issues: (1) How to select the
most useful and complementary information
from the RGB and depth features. (2) How to
prevent the contamination caused by the
unreliable depth map during fusing.

𝑓3 = 𝜶⊙ rd2 + ො𝑔 ∙ 1 − 𝜶 ⊙ dd2

𝑓4 = rd2 ⊙dd2

𝑓𝑠𝑎𝑙 = 𝛿 𝑐𝑜𝑛𝑣 𝑓3, 𝑓4

𝜶 is the weight vector learned from RGB and
depth information, ො𝑔 is the learned weight of
the gate as mentioned before.

𝛼



Loss Function

The final loss is the linear combination of the classification loss and regression loss:

classification loss:

regression loss :

ℒ𝑓𝑖𝑛𝑎𝑙 = ℒ𝑐𝑙𝑠 + 𝜆 ∙ ℒ𝑟𝑒𝑔

ℒ𝑐𝑙𝑠 = ℒ𝑐𝑙𝑠 +෍

𝑖=1

8

𝜆𝑖 ∙ ℒ𝑎𝑢𝑥
𝑖

ℒ𝑟𝑒𝑔 = ൝
0.5 𝑔 − ො𝑔 2, 𝑖𝑓 𝑔 − ො𝑔 < 1

𝑔 − ො𝑔 − 0.5, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒



Experiments

[1] H. Chen, et. al: Progressively complementarity-aware fusion network for RGB-D salient object detection.  In: CVPR, 2018

• Benchmark Datasets: NJUD (1985 RGB-D images), NLPR (1000 RGB-D images), STEREO

(797 RGB-D images), LFSD (100 RGB-D images), SSD (80 RGB-D images), and DUT (1200

RGB-D images), RGBD135 (135 RGB-D images), SIP (929 RGB-D images).

• Evaluation Metrics: Precision-Recall (P-R) curve, F-measure, MAE score, and S-measure.

• Following [1], we take 1400 images from NJUD and 650 images from NLPR as the

training, and 100 images from NJUD dataset and 50 images from NLPR dataset as the

validation set. To reduce the overfitting, we use multi-scale resizing and random

horizontal flipping augmentation. During the inference stage, images are simply resized

to 256 × 256, and then fed into the network to obtain prediction without any other

post-processing or pre-processing techniques.



Experiments



Experiments



Conclusion

• We model a saliency-orientated depth potentiality perception module to evaluate

the potentiality of the depth map and weaken the contamination.

• We propose a GMA module to highlight the saliency response and regulate the

fusion rate of the cross-modal information.

• The multi-scale and multi-modality feature fusion are used to generate the

discriminative RGB-D features and produce the saliency map.

• Experiments on eight RGB-D datasets demonstrate that the proposed network

outperforms other 15 state-of-the-art methods under different evaluation metrics.
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Image Processing (TIP), 2021.

• Chongyi Li, Runmin Cong, Yongri Piao, Qianqian Xu, and Chen Change Loy, RGB-D salient
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https://rmcong.github.io/


The whole process research of depth image processing tasks, such as depth

estimation, hole filling, RGB-D semantic segmentation, etc.

For the depth SR task, explore more efficient RGB information guidance modes, such as

multi-task learning. And explore solutions to the inconsistency of cross-modal

information interaction.

1

2

For the SOD task, we can further extend new task with different data sources, try new

learning based methods (such as weakly supervised learning), and find new ideas and

solutions (such as instance-level SOD, saliency improvement and refinement).

3

Future work
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