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Introduction



Simulating the human visual attention mechanism, salient object detection aims at

detecting the salient regions automatically, which has been applied in image/video

segmentation, image/video retrieval, image retargeting, video coding, quality

assessment, action recognition, and video summarization.

Introduction

Applications
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Zuyao Chen‡, Runmin Cong‡, Qianqian Xu, and Qingming Huang

IEEE Transaction on Image Processing, 2021

DPANet: Depth Potentiality-Aware Gated 
Attention Network for RGB-D Salient 

Object Detection

https://rmcong.github.io/proj_DPANet.html

https://rmcong.github.io/proj_DPANet.html


Motivations

• how to effectively integrate the complementary information from RGB
image and its corresponding depth map;

• how to prevent the contamination from unreliable depth information;



Contributions

a) For the first time, we address the unreliable depth map in the RGB-D SOD
network in an end-to-end formulation, and propose the DPANet by incorporating
the depth potentiality perception into the cross-modality integration pipeline.

b) Without increasing the training label (i.e., depth quality label), we model a task-
orientated depth potentiality perception module that can adaptively perceive the
potentiality of the input depth map, and further weaken the contamination from
unreliable depth information.

c) We propose a gated multi-modality attention (GMA) module to effectively
aggregate the cross-modal complementarity of the RGB and depth images.

d) Without any pre-processing or post-processing techniques, the proposed network
outperforms 16 state-of-the-art methods on 8 RGB-D SOD datasets in
quantitative and qualitative evaluations.



Our Method



Depth Potentiality Perception

• Most previous works generally integrate the multi-modal features from RGB and
corresponding depth information indiscriminately. However, there exist some
contaminations when depth maps are unreliable.

• Since we do not hold any labels for depth map quality assessment, we model the
depth potentiality perception as a saliency-oriented prediction task, that is, we
train a model to automatically learn the relationship between the binary depth map
and the corresponding saliency mask. The above modeling approach is based on the
observation that if the binary depth map segmented by a threshold is close to the
ground truth, the depth map is highly reliable, so a higher confidence response
should be assigned to this depth input.

𝐷 ሚ𝐼, 𝐺 =
1 + 𝛾 ∙ 𝐷𝑖𝑜𝑢 ∙ 𝐷𝑐𝑜𝑣
𝐷𝑖𝑜𝑢 + 𝛾 ∙ 𝐷𝑐𝑜𝑣



Gated Multi-modality Attention Module

• Directly integrating the cross-modal information may induce negative results, such as
contaminations from unreliable depth maps. Besides, the features of the single modality
usually are affluent in spatial or channel aspect with information redundancy.

• We design a GMA module that exploits the attention mechanism to automatically select and
strengthen important features for saliency detection, and incorporate the gate controller into
the GMA module to prevent the contamination from the unreliable depth map.



Gated Multi-modality Attention Module

single-modal perspective:

spatial attention

reduce the redundancy features
and highlight the feature
response on the salient regions

cross-modal perspective:

two symmetrical attention sub-modules

capture long-range dependencies

rf𝑖 = ෪rb𝑖 + 𝑔1 ∙ 𝑓𝑑𝑟

df𝑖 = ෪db𝑖 + 𝑔2 ∙ 𝑓𝑟𝑑 𝑔1 + 𝑔2 = 1
𝑔1 = ො𝑔



Multi-level Feature Fusion

• Multi-scale Feature Fusion • Multi-modality Feature Fusion

Low-level features can provide more detail
information, such as boundary, texture, and
spatial structure, but may be sensitive to the
background noises. Contrarily, high-level
features contain more semantic information,
which is helpful to locate the salient object
and suppress the noises. Thus, we adopt a
more aggressive yet effective operation, i.e.,
multiplication.

𝑓1 = 𝛿 𝑢𝑝 𝑐𝑜𝑛𝑣3 rd5 ⊙ rf4

𝑓2 = 𝛿 𝑐𝑜𝑛𝑣4 rf4 ⊙𝑢𝑝 rd5

𝑓𝐹 = 𝛿 𝑐𝑜𝑛𝑣5 𝑓1, 𝑓2

During the multi-modality feature fusion, we
consider two issues: (1) How to select the
most useful and complementary information
from the RGB and depth features. (2) How to
prevent the contamination caused by the
unreliable depth map during fusing.

𝑓3 = 𝜶⊙ rd2 + ො𝑔 ∙ 1 − 𝜶 ⊙ dd2

𝑓4 = rd2 ⊙dd2

𝑓𝑠𝑎𝑙 = 𝛿 𝑐𝑜𝑛𝑣 𝑓3, 𝑓4

𝜶 is the weight vector learned from RGB and
depth information, ො𝑔 is the learned weight of
the gate as mentioned before.

𝛼



Loss Function

The final loss is the linear combination of the classification loss and regression loss:

classification loss:

regression loss :

ℒ𝑓𝑖𝑛𝑎𝑙 = ℒ𝑐𝑙𝑠 + 𝜆 ∙ ℒ𝑟𝑒𝑔

ℒ𝑐𝑙𝑠 = ℒ𝑐𝑙𝑠 +

𝑖=1

8

𝜆𝑖 ∙ ℒ𝑎𝑢𝑥
𝑖

ℒ𝑟𝑒𝑔 = ൝
0.5 𝑔 − ො𝑔 2, 𝑖𝑓 𝑔 − ො𝑔 < 1

𝑔 − ො𝑔 − 0.5, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒



Experiments

[1] H. Chen, et. al: Progressively complementarity-aware fusion network for RGB-D salient object detection.  In: CVPR, 2018

• Benchmark Datasets: NJUD (1985 RGB-D images), NLPR (1000 RGB-D images), STEREO

(797 RGB-D images), LFSD (100 RGB-D images), SSD (80 RGB-D images), and DUT (1200

RGB-D images), RGBD135 (135 RGB-D images), SIP (929 RGB-D images).

• Evaluation Metrics: Precision-Recall (P-R) curve, F-measure, MAE score, and S-measure.

• Following [1], we take 1400 images from NJUD and 650 images from NLPR as the

training, and 100 images from NJUD dataset and 50 images from NLPR dataset as the

validation set. To reduce the overfitting, we use multi-scale resizing and random

horizontal flipping augmentation. During the inference stage, images are simply resized

to 256 × 256, and then fed into the network to obtain prediction without any other

post-processing or pre-processing techniques.



Experiments



Experiments



Conclusion

• We model a saliency-orientated depth potentiality perception module to evaluate

the potentiality of the depth map and weaken the contamination.

• We propose a GMA module to highlight the saliency response and regulate the

fusion rate of the cross-modal information.

• The multi-scale and multi-modality feature fusion are used to generate the

discriminative RGB-D features and produce the saliency map.

• Experiments on eight RGB-D datasets demonstrate that the proposed network

outperforms other 15 state-of-the-art methods under different evaluation metrics.



Other Works

ASIF-Net: Attention Steered Interweave

Fusion Network for RGB-D Salient Object

Detection, TCyb 2021

RGB-D Salient Object Detection with

Cross-Modality Modulation and Selection,

ECCV 2020

https://li-chongyi.github.io/Proj_ECCV20

https://github.com/Li-Chongyi/ASIF-Net

https://li-chongyi.github.io/Proj_ECCV20
https://github.com/Li-Chongyi/ASIF-Net


Co-salient Object Detection

how to explore and preserve inter-image correspondence among multiple

images to constrain the common properties of salient object is a challenge.

Problems and Important Issues



Qijian Zhang    Runmin Cong*    Junhui Hou Chongyi Li    Yao Zhao 

Conference on Neural Information Processing Systems (NeurIPS), 2020

CoADNet: Collaborative Aggregation-and-
Distribution Networks for Co-Salient 

Object Detection

https://rmcong.github.io/proj_CoADNet.html

https://rmcong.github.io/proj_DPANet.html


Motivations

• Co-Salient Object Detection (CoSOD) aims at discovering the salient
objects that repeatedly appear in a query group containing two or
more relevant images.

• One challenging issue is how to effectively capture the co-saliency
cues by modeling and exploiting the inter-image relationships.



Motivations

• Insufficient group-wise relationship modeling. The learned group representations
in the previous studies vary with different order of the input group images, leading
to unstable training and vulnerable inference.

• Competition between intra-image saliency and inter-image correspondence. The
learned group semantics in the previous studies were directly duplicated and
concatenated with individual features. In fact, this operation implies that different
individuals receive identical group semantics, which may propagate redundant and
distracting information from the interactions among other images.

• Weakened group consistency during feature decoding. In the feature decoding of
the CoSOD task, existing up-sampling or deconvolution based methods ignore the
maintenance of inter-image consistency, which may lead to the inconsistency of co-
salient objects among different images and introduce additional artifacts.



Contributions

The proposed CoADNet provides some insights and improvements in terms of modeling and
exploiting inter-image relationships in the CoSOD workflow, and produces more accurate and
consistent co-saliency results on four prevailing co-saliency benchmark datasets.

We design an online intra-saliency guidance module for supplying saliency
prior knowledge, which is jointly optimized to generate trainable saliency
guidance information.

We propose a two-stage aggregate-and-distribute architecture to learn
group-wise correspondences and co-saliency features, including a group-
attentional semantic aggregation and a gated group distribution module.

A group consistency preserving decoder is designed to exploit more sufficient
inter-image constraints to generate full-resolution co-saliency maps while
maintaining group-wise consistency.



Our Method



Online Intra-Saliency Guidance

The challenges of CoSOD are that 1) the salient objects within an individual image
may not occur in all the other group images, and 2) the repetitive patterns are not
necessarily visually attractive, making it difficult to learn a unified representation to
combine these two factors. Thus, we adopt a joint learning framework to provide
trainable saliency priors as guidance information to suppress background
redundancy.

• Intra-saliency head (IaSH) to infer online saliency
maps;

• Fuse online saliency priors with spatial feature in
an attention way;

• In this way, we obtain a set of intra-saliency
features (IaSFs) {𝑈(𝑛)}𝑛=1

𝑁 with suppressed
background redundancy.



Group-Attentional Semantic Aggregation

To efficiently capture discriminative and robust group-wise relationships, we
investigate three key criteria:

1) Insensitivity to input order means that the learned group representations should
be insensitive to the input order of group images;

2) Robustness to spatial variation considers the fact that co-salient objects may be
located at different positions across images;

3) Computational efficiency takes the computation burden into account especially
when processing large query groups or high-dimensional features.

we propose a computation-efficient and order-insensitive group-
attentional semantic aggregation (GASA) module which builds local and
global associations of co-salient objects in group-wise semantic context.



high computational complexity 

order-sensitivity

spatial variation of CoSal object

block-wise group shuffling that re-arranges 

the feature channels at the block level

channel-wise softmax + summation

local + global

model inter-image 

relationships with 

long-range 

semantic 

dependencies

Group-Attentional Semantic Aggregation



Gated Group Distribution

We propose a gated group distribution (GGD)
module to adaptively distribute the most
useful group-wise information to each
individual. To achieve this, we construct a
group importance estimator that learns
dynamic weights to combine group semantics
with different IaSFs through a gating
mechanism.

The group-wise semantics encode the relationships of all images, which may include
some distracting information redundancy for co-saliency prediction of different images.

𝑋(𝑛) = 𝑃⊗ 𝐺 + 1 − 𝑃 ⊗ 𝑈(𝑛)

𝑃 = 𝜎 𝑓𝑝 𝑆𝐸 𝑈𝑔
(𝑛)



Group Consistency Preserving Decoder

• GCPD includes three cascaded feature
decoding (FD) units;

• Learn a compact group feature vector y,
and combine it with the vectorized
deconvolution representations;

• The finest spatial resolution, which are
further fed into a shared co-saliency
head (CoSH) to generate full-resolution
co-saliency maps;

The most common up-sampling or deconvolution based feature decoders are not
suitable for CoSOD tasks because they ignore the inter-image constraints and may
weaken the consistency between images during the prediction process. Thus, we
propose a group consistency preserving decoder (GCPD) to consistently predict full-
resolution co-saliency maps.



Supervisions

We jointly optimize the co-saliency and single image saliency predictions in a multi-
task learning framework.

co-saliency loss:

auxiliary saliency loss:

ℒ = 𝛼 ∙ ℒ𝑐 + 𝛽 ∙ ℒ𝑠

ℒ𝑐 = − 
𝑛=1

𝑁

𝑇𝑐
𝑛
∙ log 𝑀 𝑛 + 1 − 𝑇𝑐

𝑛
∙ log 1 − 𝑀 𝑛 /𝑁

ℒ𝑠 = − 
𝑘=1

𝐾

𝑇𝑠
𝑘
∙ 𝑙𝑜𝑔 𝐴 𝑘 + (1 − 𝑇𝑠

𝑘
) ∙ log 1 − 𝐴 𝑘 /𝐾



Experiments

• Benchmark Datasets: CoSOD3k, Cosal2015, MSRC, and iCoseg.

• Evaluation Metrics: Precision-Recall (P-R) curve, F-measure, MAE score, and S-
measure

• Implementation Details: a sub-group containing 5 images are randomly
selected from a certain query group. All input images are resized to 224
×224. In each training iteration, 24 sub-groups from COCO-SEG and 64
samples from DUTS are simultaneously fed into the network for optimizing
the objective function. In our experiment, we provide the results under two
backbones including ResNet-50 and Dilated ResNet-50, and the training
process converges until 50,000 iterations. The average inference time for a
single image is 0.07 seconds.



Experiments



Experiments



Experiments



Experiments

We need an appropriate dataset 
to train our CoSOD network!!



Conclusion

• We proposed an end-to-end CoSOD network by investigating how to model and

utilize the inter-image correspondences.

• We first decoupled the single-image SOD from the CoSOD task and proposed an

OIaSG module to provide learnable saliency prior guidance.

• Then, the GASA and GGD modules are integrated into a two-stage aggregate-and-

distribute structure for effective extraction and adaptive distribution of group

semantics.

• Finally, we designed a GCPD structure to strengthen inter-image constraints and

predict full-resolution co-saliency maps.

• Experimental results and ablative studies demonstrated the superiority of the

proposed CoADNet and the effectiveness of each component.



47

Salient Object Detection in Optical RSIs

1 2

Sometimes, there is even no salient
region in a real outdoor scene, such
as the desert, forest, and sea.

Optical RSI may include diversely
scaled objects, various scenes and
object types, cluttered backgrounds,
and shadow noises.



Qijian Zhang, Runmin Cong*, Chongyi Li, Ming-Ming Cheng, 
Yuming Fang, Xiaochun Cao, and Yao Zhao

IEEE Transaction on Image Processing, 2021

https://rmcong.github.io/proj_DAFNet.html

Dense Attention Fluid Network for Salient 
Object Detection in Optical Remote 

Sensing Images

https://rmcong.github.io/proj_DAFNet.html


Challenges

a) First, salient objects are often corrupted by

background interference and redundancy.

b) Second, salient objects in RSIs present much

more complex structure and topology than the

ones in NSIs, which poses new challenges in

capturing complete object regions.

c) Third, for the optical RSI SOD task, there is only

one dataset (i.e., ORSSD [6]) available for model

training and performance evaluation, which

contains 800 images totally. This dataset is

pioneering, but its size is still relatively small.

[6] C. Li, R. Cong, J. Hou, S. Zhang, Y. Qian, and S. Kwong, “Nested network with two-stream pyramid for salient object detection in optical remote sensing images,” IEEE Trans. Geosci. 
Remote Sens., vol. 57, no. 11, pp. 9156–9166, 2019



Contributions

a) An end-to-end Dense Attention Fluid Network (DAFNet) is proposed to achieve
SOD in optical RSIs, equipped with a Dense Attention Fluid (DAF) structure
decoupled from the backbone feature extractor and a Global Context-aware
Attention (GCA) mechanism.

b) The DAF structure is designed to combine the multi-level attention cues, where
shallow-layer attention cues flow into the attention units of deeper layers so that
low-level attention cues could be propagated as guidance information to enhance
the high-level attention.

c) The GCA mechanism is proposed to model the global context semantic
relationships by a global feature aggregation module, and tackle the scale
variation by a cascaded pyramid attention module.

d) A large-scale benchmark dataset including 2, 000 images and corresponding pixel-
wise annotations is constructed for SOD in optical RSIs. The proposed DAFNet
consistently outperforms 15 state-of-the-art competitors in the experiments.



Our Method



Attention Fluid Guided Feature Encoding

 The attention fluid guided feature encoding consists of:

 a feature fluid that generates hierarchical feature representations with

stronger discriminative ability by incorporating attention cues mined

from the corresponding global context-aware attention modules.

 an attention fluid where low-level attention maps flow into deeper

layers to guide the generation of high-level attentions .



Global Context-aware Attention Mechanism

 We investigate a novel global context-aware attention (GCA) mechanism that

explicitly captures the long-range semantic dependencies among all spatial locations

in an attention manner. The GCA module consists of two main functional

components：

 The global feature aggregation (GFA) module consumes raw side features

generated from the backbone convolutional block and produces aggregated

features that encode global contextual information.

 The cascaded pyramid attention (CPA) module is used to address the scale

variation of objects in optical RSIs, which takes the aggregated features from

GFA as input and produces a progressively refined attention map under a

cascaded pyramid framework.



Global Context-aware Attention Mechanism

 Global Feature Aggregation

 The GFA module aims to achieve feature alignment and mutual reinforcement

between saliency patterns by aggregating global semantic relationships among pixel

pairs, which is beneficial to generate intact and uniform saliency map.

 Aggregated feature map 𝐹𝑠 with global contextual dependencies:

 Refined feature map 𝐹𝑔
𝑠 with more compact channel information:

𝐹𝑠 = 𝑓𝑠 + 𝛿 ⋅ (𝑓𝑠⨀𝐺𝑠)

𝐹𝑔
𝑠 = 𝐹𝑠 ⊚Γ𝑠



Global Context-aware Attention Mechanism

 Cascaded Pyramid Attention

 We design a cascaded pyramid attention to

progressively refine both features and

attentive cues from coarse to fine.

 The CPA module produces a full-resolution

attention map መ𝐴𝑠 at the original feature

scale, which can be formulated as:

መ𝐴𝑠 = 𝐴𝑡𝑡(𝑐𝑜𝑛𝑐𝑎𝑡(𝐹𝑑0
𝑠 , (𝐹𝑑1

𝑠 ⊚𝐴𝑑1
𝑠 + 𝐹𝑑1

𝑠 ) ↑))

𝐴𝑠 = 𝐴𝑡𝑡 𝐹𝑔
𝑠 = 𝜎 𝑐𝑜𝑛𝑣 𝑐𝑜𝑛𝑐𝑎𝑡 𝑎𝑣𝑒𝑝𝑜𝑜𝑙 𝐹𝑔

𝑠 , 𝑚𝑎𝑥𝑝𝑜𝑜𝑙 𝐹𝑔
𝑠 ; 𝜃



Dense Attention Fluid Structure

 Each GCA module consumes a raw side feature map 𝑓𝑠, and produces an attention

map መ𝐴𝑠.

 First, we build sequential connections among the attention maps generated from

hierarchical feature representations. Moreover, considering the hierarchical

attention interaction among different levels, we add feed-forward skip connections

to form the attention fluid. Formally, the above updating process is denoted as:

መ𝐴𝑠 ← 𝜎(𝑐𝑜𝑛𝑣(𝑐𝑜𝑛𝑐𝑎𝑡(( መ𝐴1) ↓, … , ( መ𝐴𝑠−1) ↓, መ𝐴𝑠)))

 With the updated attention map, the final feature map at the 𝑠𝑡ℎ convolution stage

𝐹𝑐
𝑠 can be generated via the residual connection:

𝐹𝑐
𝑠 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐹𝑑0

𝑠 , (𝐹𝑜𝑢𝑡1
𝑠 ) ↑) ⊚ ( መ𝐴𝑠 + 𝑂𝑠)



Progressive Feature Decoding

 Each decoding stage consists of three procedures.

 First, we employ top-down feature fusion (FF) to align the spatial resolution and

number of channels between adjacent side feature maps via up-sampling and 1 × 1

convolution, and then perform pointwise summation.

 Second, a bottleneck convolutional block (CB) is deployed to further integrate

semantic information from fusion features.

 Third, we deploy a mask prediction layer and an edge prediction layer for the

decoded features, and use a Sigmoid layer to map the range of saliency scores into

[0, 1].

 The final output of our DAFNet is derived from the predicted saliency map at the top

decoding level.



Loss Function

 To accelerate network convergence and yield more robust saliency feature

representations, we formulate a hierarchical optimization objective by applying

deep supervisions to the side outputs at different convolution stages. We further

introduce edge supervisions to capture fine-grained saliency patterns and enhance

the depiction of object contours.

𝓁 =

𝑠=1

3

𝜔𝑚
𝑠 ∙ 𝓁𝑚

𝑠 +𝜔𝑒
𝑠 ∙ 𝓁𝑒

𝑠

class-balanced binary 
cross-entropy loss 

function for saliency 
supervision

class-balanced binary 
cross-entropy loss 

function for salient edge 
supervision



EORSSD Dataset

Download: https://github.com/rmcong/EORSSD-dataset

https://github.com/rmcong/EORSSD-dataset


Experiments



Conclusion

• This paper focuses on salient object detection in optical remote sensing images and

proposes an end-to-end encoder-decoder framework dubbed as DAFNet, in which

attention mechanism is incorporated to guide the feature learning.

• Benefiting from the attention fluid structure, our DAFNet learns to integrate low-

level attention cues into the generation of high-level attention maps in deeper

layers. Moreover, we investigate the global context-aware attention mechanism to

encode long-range pixel dependencies and explicitly exploit global contextual

information. In addition, we construct a new large-scale optical RSI benchmark

dataset for SOD with pixel-wise saliency annotations.

• Extensive experiments and ablation studies demonstrate the effectiveness of the

proposed DAFNet architecture.



New attempts in learning based saliency detection methods, such as small

samples training, weakly supervised learning, and cross-domain learning.

Extending the saliency detection task in different data sources, such as light filed

image, RGB-D video, and remote sensing image.

1

2

New ideas and solutions in saliency detection task, such as instance-level

saliency detection and segmentation, saliency improvement and refinement.

3

Future work
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