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CVPR 2022/ICCV 2011大会主席、香港科技大学权龙教授说过“真正意义上的计算机视觉要超越
识别，感知三维场景。我们活在三维空间里，要做到交互和感知，就必须将世界恢复到三维。”
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Cross-Modality Discrepant Interaction 
Network for RGB-D Salient Object Detection

https:// rmcong.github.io/proj_CDINet.html 

Chen Zhang, Runmin Cong*, Qinwei Lin, Lin Ma, Feng Li, Yao Zhao, Sam Kwong
ACM International Conference on Multimedia (ACM MM), 2021



Motivation

How to effectively integrate the
complementary information from
RGB image and its corresponding
depth map?



Motivation

(CVPR 2020) (ECCV 2020)

RGB CNN

Depth CNN

(a)

(a) Unidirectional interaction mode, which uses the

depth cues as auxiliary information to supplement the

RGB branch.



Motivation

(TCyb 2021)(ECCV 2020)

RGB CNN

Depth CNN

(b) Bidirectional interaction mode, which treats RGB

and depth cues equally to achieve cross-modality

interaction.

(b)



Motivation

RGB CNN

Depth CNN
RGB Depth GT

How can we fully exploit the strengths of both modalities and provide clear guidance?

Mode (c), a discrepant

interaction mode is

proposed!

(c)(1) Depth map has relatively distinct details for describing
the salient objects, but can not distinguish different
object instances at the same depth level.

(2) RGB image contains more affluent semantic information,
but the complex background interference may cause the
salient objects to be flawed.



Contributions

• We propose a Cross-modality Discrepant Interaction Network (CDINet), which
differentially models the dependence of two modalities according to the
feature representations of different layers.

• We design an RGB-induced Detail Enhancement (RDE) module in low-level
stage and a Depth-induced Semantic Enhancement (DSE) module in high-level
stage to enhance self-modal feature by utilizing complementary modality.

• We design a Dense Decoding Reconstruction (DDR) structure, which generates
a semantic block by leveraging multiple high-level encoder features to upgrade
the skip connection in the feature decoding.



Method



RGB-induced Detail Enhancement Module 

We first adopt two cascaded convolutional
layers to fuse the underlying visual features
of two modalities.

The depth features generate a spatial
attention mask, and obtain the required
supplement information from the perspective
of depth modality.

The RGB-induced Detail Enhancement

(RDE) module can transfer detail

supplement information from RGB

modality to depth modality in low-

level encoder stage.



Depth-induced Semantic Enhancement Module 

First, we learn an attention vector from
the depth features to guide RGB modality
to focus on the region of interest:

The Depth-induced Semantic

Enhancement (DSE) module can assist

RGB branch in capturing clearer and

fine-grained semantic attributes by

utilizing the positioning accuracy and

internal consistency of high-level

depth features.

Then we use cascaded attention to enhance the
depth features, the features that eventually flow
into the next layer of the RGB branch can be
expressed as:



Dense Decoding Reconstruction Structure

While the traditional skip connection introduces
supplementary information, it also introduces
additional interference information.

Existing question

Solution

We propose a dense decoding reconstruction
(DDR) structure, which generates a semantic
block by densely connecting the higher-level
encoding features to provide more
comprehensive semantic guidance:



Experiments

• Benchmark Datasets: NJUD (1985 RGB-D images), NLPR (1000 RGB-D images), STEREO (797 

RGB-D images), LFSD (100 RGB-D images), and DUT (1200 RGB-D images).

• Evaluation Metrics: 

• Implementation Details: All the training and testing images are resized to 256× 256, and

the depth map is simply copied to three channels as input. Then, to avoid overfitting, we

use random flipping and rotating to augment the training samples. Moreover, we apply the

usual binary cross-entropy loss function to optimize the proposed network, and the Adam

algorithm is used to optimize our network with the batch size of 4 and the initial learning

rate of 1e-4 which is divided by 5 every 40 epochs.
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Conclusion

• In this paper, we explore a novel cross-modality interaction mode and propose a

cross-modality discrepant interaction network, which explicitly models the

dependence of two modalities in different convolutional layers.

• To this end, two components (i.e., RDE module and DSE module) are designed to

achieve differentiated cross-modality guidance. Furthermore, we also put forward

a DDR structure, which generates a semantic block by leveraging multiple high-

level features to upgrade the skip connection.

• The comprehensive experiments demonstrate that our network achieves

competitive performance against state-of-the-art methods on five benchmark

datasets, and our inference speed reaches the real-time level (i.e., 42 FPS).



Zuyao Chen‡, Runmin Cong‡, Qianqian Xu, and Qingming Huang

IEEE Transactions on Image Processing, 2021

DPANet: Depth Potentiality-Aware Gated 
Attention Network for RGB-D Salient 

Object Detection

https://rmcong.github.io/proj_DPANet.html

Highly Cited Paper

https://rmcong.github.io/proj_DPANet.html


Motivations

• how to effectively integrate the complementary information from RGB
image and its corresponding depth map;

• how to prevent the contamination from unreliable depth information;



Contributions

a) For the first time, we address the unreliable depth map in the RGB-D SOD
network in an end-to-end formulation, and propose the DPANet by incorporating
the depth potentiality perception into the cross-modality integration pipeline.

b) Without increasing the training label (i.e., depth quality label), we model a task-
orientated depth potentiality perception module that can adaptively perceive the
potentiality of the input depth map, and further weaken the contamination from
unreliable depth information.

c) We propose a gated multi-modality attention (GMA) module to effectively
aggregate the cross-modal complementarity of the RGB and depth images.

d) Without any pre-processing or post-processing techniques, the proposed network
outperforms 16 state-of-the-art methods on 8 RGB-D SOD datasets in
quantitative and qualitative evaluations.



Our Method



Depth Potentiality Perception

• Most previous works generally integrate the multi-modal features from RGB and
corresponding depth information indiscriminately. However, there exist some
contaminations when depth maps are unreliable.

• Since we do not hold any labels for depth map quality assessment, we model the
depth potentiality perception as a saliency-oriented prediction task, that is, we
train a model to automatically learn the relationship between the binary depth map
and the corresponding saliency mask. The above modeling approach is based on the
observation that if the binary depth map segmented by a threshold is close to the
ground truth, the depth map is highly reliable, so a higher confidence response
should be assigned to this depth input.

𝐷 ሚ𝐼, 𝐺 =
1 + 𝛾 ∙ 𝐷𝑖𝑜𝑢 ∙ 𝐷𝑐𝑜𝑣
𝐷𝑖𝑜𝑢 + 𝛾 ∙ 𝐷𝑐𝑜𝑣



Gated Multi-modality Attention Module

• Directly integrating the cross-modal information may induce negative results, such as
contaminations from unreliable depth maps. Besides, the features of the single modality
usually are affluent in spatial or channel aspect with information redundancy.

• We design a GMA module that exploits the attention mechanism to automatically select and
strengthen important features for saliency detection, and incorporate the gate controller into
the GMA module to prevent the contamination from the unreliable depth map.



Gated Multi-modality Attention Module

single-modal perspective:

spatial attention

reduce the redundancy features
and highlight the feature
response on the salient regions

cross-modal perspective:

two symmetrical attention sub-modules

capture long-range dependencies

rf𝑖 = ෪rb𝑖 + 𝑔1 ∙ 𝑓𝑑𝑟

df𝑖 = ෪db𝑖 + 𝑔2 ∙ 𝑓𝑟𝑑 𝑔1 + 𝑔2 = 1
𝑔1 = ො𝑔



Multi-level Feature Fusion

• Multi-scale Feature Fusion • Multi-modality Feature Fusion

Low-level features can provide more detail
information, such as boundary, texture, and
spatial structure, but may be sensitive to the
background noises. Contrarily, high-level
features contain more semantic information,
which is helpful to locate the salient object
and suppress the noises. Thus, we adopt a
more aggressive yet effective operation, i.e.,
multiplication.

𝑓1 = 𝛿 𝑢𝑝 𝑐𝑜𝑛𝑣3 rd5 ⊙ rf4

𝑓2 = 𝛿 𝑐𝑜𝑛𝑣4 rf4 ⊙𝑢𝑝 rd5

𝑓𝐹 = 𝛿 𝑐𝑜𝑛𝑣5 𝑓1, 𝑓2

During the multi-modality feature fusion, we
consider two issues: (1) How to select the
most useful and complementary information
from the RGB and depth features. (2) How to
prevent the contamination caused by the
unreliable depth map during fusing.

𝑓3 = 𝜶⊙ rd2 + ො𝑔 ∙ 1 − 𝜶 ⊙ dd2

𝑓4 = rd2 ⊙dd2

𝑓𝑠𝑎𝑙 = 𝛿 𝑐𝑜𝑛𝑣 𝑓3, 𝑓4

𝜶 is the weight vector learned from RGB and
depth information, ො𝑔 is the learned weight of
the gate as mentioned before.

𝛼



Loss Function

The final loss is the linear combination of the classification loss and regression loss:

classification loss:

regression loss :

ℒ𝑓𝑖𝑛𝑎𝑙 = ℒ𝑐𝑙𝑠 + 𝜆 ∙ ℒ𝑟𝑒𝑔

ℒ𝑐𝑙𝑠 = ℒ𝑐𝑙𝑠 +෍

𝑖=1

8

𝜆𝑖 ∙ ℒ𝑎𝑢𝑥
𝑖

ℒ𝑟𝑒𝑔 = ൝
0.5 𝑔 − ො𝑔 2, 𝑖𝑓 𝑔 − ො𝑔 < 1

𝑔 − ො𝑔 − 0.5, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒



Experiments

[1] H. Chen, et. al: Progressively complementarity-aware fusion network for RGB-D salient object detection.  In: CVPR, 2018

• Benchmark Datasets: NJUD (1985 RGB-D images), NLPR (1000 RGB-D images), STEREO

(797 RGB-D images), LFSD (100 RGB-D images), SSD (80 RGB-D images), and DUT (1200

RGB-D images), RGBD135 (135 RGB-D images), SIP (929 RGB-D images).

• Evaluation Metrics: Precision-Recall (P-R) curve, F-measure, MAE score, and S-measure.

• Following [1], we take 1400 images from NJUD and 650 images from NLPR as the

training, and 100 images from NJUD dataset and 50 images from NLPR dataset as the

validation set. To reduce the overfitting, we use multi-scale resizing and random

horizontal flipping augmentation. During the inference stage, images are simply resized

to 256 × 256, and then fed into the network to obtain prediction without any other

post-processing or pre-processing techniques.
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Conclusion

• We model a saliency-orientated depth potentiality perception module to evaluate

the potentiality of the depth map and weaken the contamination.

• We propose a GMA module to highlight the saliency response and regulate the

fusion rate of the cross-modal information.

• The multi-scale and multi-modality feature fusion are used to generate the

discriminative RGB-D features and produce the saliency map.

• Experiments on eight RGB-D datasets demonstrate that the proposed network

outperforms other 15 state-of-the-art methods under different evaluation metrics.
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Future work

New attempts in learning based saliency detection methods, such as small

samples training, weakly supervised learning, and cross-domain learning.

Extending the saliency detection task in different data sources, such as light filed

image, RGB-D video, and remote sensing image.

1

2

New ideas and solutions in saliency detection task, such as instance-level

saliency detection and segmentation, saliency improvement and refinement.

3




