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Introduction —— Transient - Continual Learning

Train once

Deploy once

> E

<

®

Transient Perception

Train continually

Deploy continually

Continual Perception

As shown in the above image, a conventional model can only be trained once and has
fixed capabilities. In contrast, a model with continual learning abilities can
continuously expand its capabilities to meet new requirements.
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Introduction —— Continual Learning

Train once

.' e

Deploy once

® =

Conventional Model

Train continually

e

New
Data

Deploy continually

Continual Learning Model

» Continual Learning refers to the ability of a model to

retain  previously learned knowledge  while
continuously receiving new data and acquiring new
knowledge. The main challenge is to avoid
“Catastrophic Forgetting”.

» As shown in the above image, a conventional model

can only be trained once and has fixed capabilities. In
contrast, a model with continual learning abilities can
continuously expand its capabilities to meet new
requirements.

» The methods for continual learning can be broadly

categorized into regularization, replay, and parameter
isolation.



NeurlPS 2023 — TPAMI 2025

Saving 100x Storage: Prototype Replay for
Reconstructing Training Sample Distribution in Class-
Incremental Semantic Segmentation

Replay Without Saving:
Prototype Derivation and Distribution Rebalance for
Class-Incremental Semantic Segmentation

Jinpeng Chen, Runmin Cong, Yuxuan Luo, Horace Ip, and Sam Kwong




Task Definition

Actual bjects Stap t:4

( {person, background} ]

[ {bike, car}

[ {car, background} ]

[ {bike, person}

Step t +1
{ {bike, background} ]

‘ {person, car} J

» In class-incremental semantic segmentation (CISS), each step focuses on different
classes, with its training set only annotates current classes, while previously learned

classes and future classes are labeled as background.

» The images in each single-step training set contain at least one pixel from current
classes, and images devoid of any current class are excluded. ,



Motivation

» There are a lot of false positives for classes in incremental steps (i.e.,
steps beyond the first).

» This is because the proportion of current classes in the single-step
training set is significantly higher than in the complete dataset,

leading to classification bias, which is especially pronounced in
incremental steps with fewer classes.

To address this issue, the key is to augment past classes and background
pixels in the training samples of the incremental steps, thereby reducing
the proportion of the current class. At the same time, it is important to
avoid triggering excessive storage requirements.



Solution

Prototype Replay Background Repetition

At each task, the pixel occurrence count| | At each task, the cumulative pixel count
for each class is recorded. In subsequent| |of the background class is updated. In
tasks, pixel-level class prototypes are| |subsequent tasks, background features

replayed based on these occurrence| |are duplicated according to this count.
counts.

These two strategies respectively adjust the proportion of foreground
and background classes within the single-step training samples to match
the proportion in the “cumulative training set up to the current step”,
thus avoiding bias.



Contributions

» We propose a new CISS method named STAR. Its basic version stores compact
prototypes and necessary statistics for each learned class. This enables a
comprehensive reconstruction of single-task training sample distributions, aligning
them with the complete dataset to mitigate classification bias.

» We develop a prototype derivation method that considers both the recognition and
extraction patterns of the network. This empowers prototype creation without the
need for storage, leading to a lite version.

» The OCFM loss is introduced to retain learned knowledge in a spatially targeted
manner, maintaining old-class features while ensuring flexibility for learning new
classes. Additionally, the SAD loss is designed to enhance the feature

discriminability between similar old-new class pairs, facilitating the classification.
10



Our STAR Method https://github.com/jinpeng0528/STAR
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https://github.com/jinpeng0528/STAR

Prototype Replay — Basic Version

* After the learning of each task, all training samples in this task are passed
through the frozen model to compute the features.

* The feature centers are stored as prototypes and replayed in subsequent tasks.

* Since prototypes are highly compact, they require only 1/100 of the storage
compared to existing replay-based methods that storing raw images.

Input Images {xt~7}tZ31 Feature Extractors Features {f t“’}i;ﬁ
{Wor-o}i=1

Prototypes
{}iepre1
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Prototype Replay — Lite Version

By leveraging the network’s classification recognition and feature extraction patterns,
prototypes are derived without the need for any storage.

Recognition Patterns

The classifier is isolated from the network.
Then, it is used to infer representative
features of previous classes, forming the
recognition-side prototype.

Extraction Patterns

Images from the current task are fed into
the network, and features from regions
predicted as belonging to previous classes
are aggregated to construct the
extraction-side prototypes.

A Classifier ©t-1

Random vectors
{1

I

Input Images x*

Feature Extractor
lp 2] t-1

Features f4t~1

Recognition-side prototypes
{}ep e

Prototypes
{.ul}leLl’t‘l

merge

=%

Extraction-side prototypes
{ii1}e -0
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Background Repetition

Background repetition __I" |
Features f* | filter background . , B ﬁ Classifiers @, ¢

i B om

» Starting from the first step, we record and update the cumulative occurrence
count of background pixels, 17, 4.

> In subsequent steps, the background regions of input images are filtered out
using current annotations and predictions from the previous model.

> The features of these background regions are repeated multiple times and fed
into the classifiers to add 7, extra background pixels, thus aligning the

proportion of background in the single-step training samples with that of

the “cumulative training set up to the current step”.
14



Old-Class Feature Maintaining Loss

» A crucial prerequisite for effective prototype
replay is the relative stability of old-class feature
space.

» The old-class feature-maintaining loss utilizes
current labels and predictions from the previous
model to locate old-class regions. Within these
regions, it constrains the features extracted by
the current model to be close to those
extracted by the previous model.

Features f&t~1

filter old-class regionsl

"r- "

A
I
I
I
I

Locfm

similarize

"r' "

filter old-class regions T

Features f*
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Similarity-Aware Discriminative Loss

» Some similar "new-old class pairs" are prone to confusion

because they appear in different steps, making it
challenging for the feature extractor to generate
discriminative features.

The most direct approach is to penalize the similarity of
all "new-old class pairs" feature centers, increasing their
distance.

However, this method may lead to resource waste as
some "new-old class pairs" are inherently dissimilar.
Therefore, we penalize the similarity between each new
class feature center and its closest old class feature
center, focusing on the most challenging points.

16



Experiments

19-1 15-5 15-1
Method Disjoint Overlapped Disjoint Overlapped Disjoint Overlapped
base inc. all base inc. all base inc. all base inc. all base inc. all base inc. all Method 104 53
MiB [10] 696 256 674 702 221 678 718 433 647 755 494 69.0 462 129 379 351 135 297 e e A e G @
SDR [14] 699 373 684 69.1 326 674 735 473 672 754 526 699 592 129 481 447 218 392 MiB [10] 123 131 127 571 426 467
PLOP [12] 751 382 732 754 374 735 665 396 598 757 517 701 490 138 402 657 173 542 PLOP [12] 440 155 305 175 192 187
SSUL [11] 774 224 748 777 297 754 764 456 69.1 778 501 712 740 322 640 773 36.6 676 SSUL [11] 713 460 593 724 507 569
STCISS [55] 766 360 754 761 434 745 769 543 713 767 543 711 701 343 612 714 400 636 DKD [9] 731 465 604 696 535 581
RBC [58] 764 458 750 773 556 762 751 497 699 766 528 709 617 195 516 69.5 384 62.1 é?r"g{[ﬁi]e ;}13 g’gg 24113 %Z ‘5%2 ‘61;27,
DKD [9] 774 436 758 778 415 760 776 541 720 788 582 739 763 394 675 782 443 70.1 : : : : : :
UCD [56] 757 318 735 759 395 740 670 393 601 750 518 692 508 133 414 663 21.6 55.1 SSUL-M[11] 740 532 641 713 532 584
EWF [57] 782 32 746 779 67 745 793 382 695 794 382 695 753 225 627 785 316 673 DKD-M[9] 740 567 658 698 602 629
STAR-Lite 779 464 764 781 491 768 785 583 737 797 594 748 785 459 708 800 512 73.1 STAR-Basic 726 554 644 707 618 643
STAR-Basict 744 569 661 724 633 659
RECALL [59] 650 471 654 681 553 686 692 529 663 677 543 656 67.6 492 643 678 509 648
PLOPLong [60] - . - 748 397 731 - - - 760 483 694 - - - 720 267 612
SSUL—Mg[l[l]] 776 439 760 778 498 765 765 486 698 784 558 730 765 434 686 784 490 714 Pascal VOC 2012 Dataset - 2
DKD-M [9] 776 569 766 780 577 77.0 777 554 724 791 606 747 773 482 703 788 524 725
STAR-Basic = 78.0 475 765 782 485 768 785 579 736 797 596 749 781 482 710 798 516 73.1
STAR-Basict 779 536 767 781 563 770 786 584 738 80.1 622 758 778 504 713 79.8 555 74.0
Pascal VOC 2012 Dataset - 1 o 100-50 100-10 50-50
13-6 13-1 base inc. all base inc. all base inc. all
Method -
Base . all base . all MiB [10] 405 172 32.8 382 11.1 29.2 456 21.0 29.3
PLOP [12] 419 149 329 405 13.6 31.6 488 21.0 304
MiB [10] 528 179 418 516 229 425 SSUL [11] 41.3 18.0 33.6 40.2 18.8 33.1 484 20.2 29.6
PLOP [12] 532 101 396 524 151 40.6 RCIL [54] 423 188 345 393 17.6 32.1 483 25.0 325
DKD [9] 555 364 498 557 209 465 STCISS [55] 40.7 24.0 35.1 33.6 169 28.1 40.0 23.6 29.0
UCD [56] 530 186 421 522 234 431 RBC [58] 429 21.5 358 39.0 21.7 33.3 496 26.3 34.2
STAR-Lite 56.6 505 547 55.7 312 48.3 DKD [9] 424 229 36.0 415 194 342 488 263 33.9
STAR-Basic 564 509 548 557 311 483 EWF [57] 412 213 346 415 163 332 461 19.8 285
STAR-Lite 424 243 36.4 42.0 204 34.9 48.7 269 34.3
CityScapes Dataset PLOPLong [60] 41.9 149 329 405 13.6 31.6 488 21.0 30.4
. SSUL-M [11] 428 175 344 429 17.7 345 491 20.1 29.8
STAR-Basic: Save 100x Storage Cost DKD-M[9] 424 23.0 360 417 20.1 346 488 263 33.9
STAR-Basic 424 243 36.4 41.8 20.7 34.8 483 27.0 34.2

STAR-Lite: Replay Without Any Storage

ADE20K Dataset



Experiments

base classes:

aeroplane
bicycle
bird

horse
motorbike

person

incremental classes:

potted plant
sheep

sofa

train

tv/monitor

Input image STAR-Basic STAR-Lite Ground-truth




Ablation Study

PR

BPR OCFM SAD

disjoint 15-1

overlapped 15-1

base

mc.

all

base

1nc.

all

STAR-Lite ==

NERRN

77.9
76.4
76.9
75.7

41.8
30.8
37.7
33.9

69.3
65.5
67.6
65.7

79.1
78.1
79.5
79.5

40.4
32.3
45.5
47 .4

69.9
67.2
71.4
71.9

78.5

45.9

70.8

80.0

51.2

73.1
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46.1
48.9

69.9
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NN
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78.1

48.2

71.0

79.8

51.6

73.1

PR: Prototype Replay -

BPR: Background Pixel Repetition
OCFM: Old-Class Features Maintaining Loss

SAD: Similarity-Aware Discriminative Loss

Ablation Study Results




Conclusion

 This paper introduces STAR, a CISS method designed to mitigate classification bias arising
from distribution variances between single-task training sets and the complete dataset.

 STAR employs two principal tactics: prototype replay and background pixel repetition. The
former rectifies the distribution of foreground classes by replaying old-class prototypes, while
the latter reintegrates missing background pixels by duplicating background pixels.

 Regarding the creation of prototypes, STAR diverges into two variants. STAR-Basic stores
prototypes after learning each task for future replay, whereas STAR-Lite employs a novel
prototype derivation method that considers the network's recognition and extraction patterns
to deduce prototypes.

e The OCFM loss is introduced to maintain the features of old classes, ensuring the model's
ability to learn new classes without losing prior knowledge. Additionally, the SAD loss is
proposed to enhance feature differentiation between similar old and new class pairs,
improving their distinguishability for the classifiers.

20
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SEFE: Superficial and Essential
Forgetting Eliminator for Multimodal

Continual Instruction Tuning

Jinpeng Chen, Runmin Cong, Yuzhi Zhao, Hongzheng Yang, Guangneng Hu,
Horace Ho Shing Ip, and Sam Kwong




Introduction

VQA

Question: What force from

. the baby’s hand opens the
Pretralned MLLM Cabinetydoor?

> & ‘ ™ —
ﬂre)

Grounding

Question: Please provide

the bounding box for the
black cat.

2 .
U ks
Ly il % \2
- o<
‘i Z 7 %
S ¥ ¥
- & T £

-

Classification

Question: Please classify
this image according to
the ImageNet taxonomy.

> In Multimodal Continual Instruction Tuning (MCIT), a pretrained
Multimodal Large Language Model (MLLM) is sequentially tuned on a
series of multimodal tasks, aiming to learn new tasks while minimizing

forgetting of previously learned ones.

22



Introduction

Does the forgetting problem become more severe or alleviated for
large and small models under continual learning architectures?

” AW‘-
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Introduction

Does the forgetting problem become more severe or alleviated for
large and small models under continual learning architectures?

A No forgetting
IEI (Just after learning this task)

‘ learn other tasks

Ve 'é' Africa Superficial forgetting (3¢)
Which continent is highlighted?
A. Africa

B. North America E [0.0,0.36, 0.29, 0.6] Superficial forgetting (x)
C. South America I |
D. Asia

Answer with the option's letter ; ;
1 from the given choices directly. |g| C Essential forgetting <x)

24



Contributions

a)

b)

C)

We formally define superficial forgetting and essential forgetting in MCIT.
Furthermore, our proposed method, SEFE, addresses these challenges and
achieves state-of-the-art performance.

To mitigate superficial forgetting, we introduce the Answer Style
Diversification (ASD) paradigm that unifies the answer domain across tasks
by rephrasing questions, thereby reducing the model’s bias toward specific
response styles. Additionally, we create CoIN-ASD, an ASD-adjusted version
of the ColN benchmark, which can serve as a new benchmark for evaluating
essential forgetting in future MCIT studies.

To address essential forgetting, we present RegLoRA. By identifying critical
elements in the weight update matrices and applying regularization
constraints, RegLoRA ensures that LoRA fine-tuning does not disrupt the

model’s existing knowledge. .



Forgetting Types

No forgetting
Igl A (Just after learning this task) l

‘ learn other tasks

lgl Africa Superficial forgetting (x)
Which continent is highlighted?
A. Africa

B. North America g [0.0,0.36,0.29, 0.6] Superficial forgetting ({)
C. South America | !

D. Asia
Answer with the option's letter

x from the given choices directly. |g| c Essential forgettmg @

» Superficial Forgetting: task knowledge may be retained while the
response style is forgotten.

» Essential Forgetting: task knowledge is forgotten.

26



Answer Style Diversification

» Superficial forgetting arises from the gap in answer space between tasks,
as the model tends to respond in the answer style of the most recently
learned task.

> To address this issue, the Answer Style Diversification (ASD) paradigm
reformulate questions in each task into five unified formats, aligning the
answer space across tasks.

> These five formats include Short Answer Question, Yes/No Question,
Multiple Choice Question, Brief Explanation Question, and Detailed
Explanation Question. After analyzing 15 mainstream benchmarks, we find
that these formats sufficiently cover the requirements of all tasks.

27



Answer Style Diversification

Original Dataset

' Short Answer Question ' Short Answer Question | ' Short Answer Question

What position is this man playing? What is the person playing? What method of transportation is
Answer the question using a single Answer the question using a single this? Answer the question using a

word or phrase. x word or phrase. l single word or phrase. x

Ial pitcher |g| tennis |g| airplane

What position is this man playing? What is the person playing? What method of transportation is
Answer the question using a single Answer: badminton this?
word or phrase. Is this answer correct? Answer A.bus
'Yes' or 'No'. l B.airplane
C.ship
o D. train
|g| bitces No Answer with the option's letter
'g' from the given choices directly.

Short Answer Question -
Yes/No Question g 5
1 |

. Multiple Choice Question |

Converted Dataset

Short Answer Question |

What time is it? Answer the
question using a single word or

phrase. x
|g| night

What time is it? Answer the
question and provide a brief
explanation.

Night. The sky is dark, indicating it
|g| is nighttime.

Brief Explanation Question

|g|

| Detailed Explanation Question |

Short Answer Question |

What animal is this? Answer the
question using a single word or
phrase.

sheep

What animal is this? Answer the
question and provide a detailed
explanation.

Sheep. The primary animal in the
image is a sheep. This is evident
from the woolly coat and the
overall build, characteristic of
sheep. There are also several
lambs in the image, which are
baby sheep.

28



Answer Style Diversification

Method Accuracy on Each Task (%) Aggregate Results (%)

SOQA  VOA™ ImgNet GQA VizWiz Grd VQAY” VQA’“® MFTt+ MFNT MAAtT BWTJ
FFT 2.95 36.38 5235 4640 3390 000 61.65 5000 | 6587 3545 36.73 -30.42
LoRA [20] 54.05 4463 4125 4755 2080 0.85 5930 6430 | 70.21 4159 3953 -28.62
O-LoRA [45] 7540 5289 7185 4730 3735 7.10 6185 61.20 | 69.30 5187 4956 -17.43
LoTA [38] 67.30 41.51 8.25 37.15 4225 0.10 4795 56.15 5472 3758 5046 -17.14

~ FFT+ASD | 7450 50.12 6540 5435 4550 000 6440 68.50 | 6828 52.85 57.18 -1544
LoRA+ASD [20] 7445 4970 3930 52.00 5045 7.05 6225 4780 | 68.13 4788 59.71 -20.26
O-LoRA+ASD [45] | 75.20 5536 6750 5470 5290 1540 6445 35.05 65.59 5257 61.63 -13.02
LoTA+ASD [38] 7690 4265 1585 40.25 4510 030 5435 54.00 | 5699 41.18 56.28 -15.82

MFT: Mean Fine-tune Accuracy By adding ASD to existing methods, MFN, MAA,

MFN: Mean Final Accuracy and BWT achieve average improvements of
MAA: Mean Average Accuracy 7.00%, 14.63%, and 7.27%, respectively.

BWT: Backward Transfer

29



RegLoRA

» Although superficial forgetting is alleviated by ASD, essential forgetting—

the true loss of past knowledge—still remains.

> Experiments reveal that only a small subset of parameters change

significantly during task learning. These key parameters likely carry most of

the task-specific knowledge.

» Therefore, we propose RegLoRA, which constrains updates to parameters

significantly changed during previous tasks, thereby preserving knowledge

of earlier tasks.

30
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3|0 3|7 310]-3})7 0 0|01
11-6|-1]|1 1§-6J11]1 0j1|0,0
Weight Update Matrix AW, Key Elements Regularization Mask R,
3|12} 9 31-1121 9 0,0 0]1
B,xA, | 8|2 |0|5| TopM% | 8 |-2| 0|5 10/ 0/0
> > — —
0|3 | 4| 2 0|3 |-4] 2 0/0 /0 0
1 10|66 -1 0|-6]6 0,00/ 0
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Weight Update Matrix AW;  Regularization Loss L,  Regularization Mask YR,

> After each task, a
regularization mask is
saved to identify
important elements for
that task.

» During future training,
updates to all previously
identified elements are
constrained.

31



RegLoRA

. Aggregate Results (%)
Configuration MFTY MENt MAA? BWT?
Baseline (LoRA) 70.21 4159 3953  -28.62
+ ASD 68.13 47.88  59.71  -20.26

+ ASD + ReglLoRA

69.02 58357 63.04 -10.45

32



Quantitative Comparison

Method Accuracy on Each Task (%) Aggregate Results (%)
SOQA  VOA™ ImgNet GQA VizWiz Grd VQAY™ VQA°® MFTt+ MFN1T MAAT BWTJ
FFT 295 3638 5235 4640 3390 0.00 6165 50.00 | 65.87 3545 3673 -30.42
LoRA [20] 54.05 44.63 4125 4755 2080 085 5930 64.30 | 70.21 4159 3953 -28.62
O-LoRA [45] 7540 52.89 7185 4730 3735 7.10 6185 6120 | 69.30 5187 4956 -17.43
LoTA [38] 67.30 4151 825 37.15 4225 0.10 4795 56.15 | 5472 3758 5046 -17.14
"~ FFT+ASD | 7450 50.12 6540 5435 4550 000 6440 6850 | 6828 5285 57.18 -15.44

LoRA+ASD [20] 7445 4970 3930 52.00 5045 7.05 6225 4780 | 68.13 4788 59.71 -20.26
O-LoRA+ASD [45] | 7520 5536 67.50 54.70 5290 1540 6445 3505 | 6559 5257 61.63 -13.02
LoTA+ASD [38] 7690 4265 1585 40.25 4510 030 5435 54.00 | 5699 41.18 56.28 -15.82
SEFE (Ours) 7535 58.66 83.10 54.25 4885 1675 6535 66.25 | 69.02 5857 63.04 -10.45




Qualitative Comparison

Casel Case 2

Case 5

(a) (|| N,
Context: Use the graph to answer the question below.
Which three months have over 200millimeters of
Which material are these marbles precipitation in Singapore? What is the player's number in white
made of? A.May, June, and July and green?
A.glass B. August, September, and October Reference OCR token: GUWES, 22, Please provide the bounding box
B. cardboard C. November, December, and January CLOPTON, 31 Which kind of furniture is brown? coordinates of the region described by the
Answer with the option's letter Answer with the option's letter from the given Answer the question using a single Answer the question using a single sentence 'girl in plaid shirt' in the format
1 from the given choices directly. 1 choices directly. x word or phrase. x word or phrase. x [x1,y1,x2, y2].

(b) ,g, Glass @ Superficial ,g| August, September, and October @ Both .gl Maillot @ Superficial lél 05,036,099, 09] @ Superficial .gl Hght @ Superficial
(c) lgl A @ lgl B @ Essential lgl 3 @ Essential 'gl couch @ lgl [0.72,034,0.9, 0.65] @ Essential
(d) 'E' A @ nﬂn C @ -Q- 22 @ |é| couch @ 'QI [0.76,0.33, 0.99, 0.65] @

Task: ScienceQA (task 1) Task: ScienceQA (task 1) Task: TextVQA (task 2) Task: GQA (task 4)

Task: Grounding (task 6)
(e) Model Stage: Learned 8 tasks (last Model Stage: Learned 8 tasks (last learned task: OCR- Model Stage: Learned 3 tasks (last learned Model Stage: Learned 6 tasks (last learned Model Stage: Learned 7 tasks (last learned
learned task: OCR-VQA) VQA) task: ImageNet) task: Grounding) task: VQAv2)
Ground Truth: A Ground Truth: C Ground Truth: 22 Ground Truth: Couch Ground Truth: [0.76, 0.34, 1.0, 0.64]

(a) Instruction; (b) Response from the baseline model; (c) Response from the baseline model with ASD added; (d)
Response from the baseline model with both ASD and RegLoRA added; (e) Basic information of the case.



Conclusion

> This paper identifies two forgetting types in MCIT—superficial forgetting,
where the model’s response style becomes biased, and essential forgetting,
where factual knowledge is lost.

> To address these issues, we propose the SEFE method, which includes two
components: the ASD paradigm and ReglLoRA. ASD mitigates superficial
forgetting by diversifying question types within tasks, improving response
style robustness and knowledge assessment. RegLoRA combats essential

forgetting by identifying and regularizing critical weight components across
LoRAs to preserve knowledge.

» Experiments demonstrate that both ASD and ReglLoRA are effective in tackling
their respective forgetting types, and together in SEFE, they achieve state-of-
the-art performance in mitigating catastrophic forgetting in MCIT.
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